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المستخلص
تبحث هذه الدراسة المقارنة في دمج الذكاء الاصطناعي في عملية صنع القرار الإداري، مع التركيز بشكل خاص على أطر المراجعة القضائية 
في المملكــة العربيــة الســعودية والاتحــاد الأوروبي. وتُقُّيّــم الدراســة نظــامين قانونــيين متميزيــن: الاتحــاد الأوروبي الــذي يُرُكــز علــى حمايــة البيــانات، 
والمملكــة العربيــة الســعودية التي تسترشــد بالشــريعة الإسلاميــة وأطــر حوكمــة الــذكاء الاصطناعــي الناشــئة. ومــن خلال مقارنــة هذيــن النظــامين 
القانونــيين المختلــفين، يُقُــدم البحــث منظــورًاً شــامالًا للحوكمــة الخوارزميــة كأداة أساســية للرقابــة القضائيــة علــى القــرارات الإداريــة. وباســتخدام 
لــل البحــث الســوابق القضائيــة والنصــوص القانونيــة الأوليــة والمصــادر الثانويــة لاستكشــاف التباينــات الإجرائيــة،  منهجيــة بحــث قانــوني مقــارن، حيُح
عتمــدة علــى الــذكاء الاصطناعــي. تكشــف النتائــج عــن اختلافــات جوهريــة: 

ُ
لا ســيما فيمــا يتعلــق بآليــات الرقابــة القضائيــة التي تُنُظــم القــرارات المُ

تتــبنى المملكــة العربيــة الســعودية نموذجًًــا مركــزايًا مُُوجهًًــا نحــو الكفــاءة، بينمــا تخضــع الرقابــة القضائيــة داخــل الاتحــاد الأوروبي للائحــة العامــة لحمايــة 
عتمــد علــى الــذكاء الاصطناعــي. وتدعــو الدراســة إلى 

ُ
البيــانات )GDPR( )المادة 22(، ممــا يضمــن الحــق في التدخــل البشــري في صنــع القــرار المُ

تطبيق أفضل الممارسات عبر الولايات القضائية ووضع بروتوكولات موحدة لتقييم عقلانية قرارات الذكاء الاصطناعي. إن إطار عمل حوكمة 
خوارزميــة هــجين يدمــج التركيــز الســعودي علــى الكفــاءة مــع الإشــراف المرتكــز علــى الحقــوق مــن جانــب الاتحــاد الأوروبي مــن الممكــن أن يمثــل 

نهجــا عمليــا لحوكمــة الــذكاء الاصطناعــي ضمــن نطــاق القانــون الإداري.
الكلمات المفتاحية: الحوكمة الخوارزمية؛ القانون المقارن؛ الاتحاد الأوروبي؛ حائل، الجوف.

Abstract

This comparative study investigates the incorporation of Artificial Intelligence (AI) into administrative de-
cision-making, with a specific focus on the judicial review frameworks in Saudi Arabia and the European 
Union. It assesses two distinct legal systems: the European Union, which emphasizes data protection, and 
Saudi Arabia, which is guided by Islamic laws and emerging AI governance frameworks. By juxtaposing 
these diverse legal systems, the research provides a comprehensive perspective on algorithmic governance 
as a crucial instrument for judicial oversight in administrative choices. Employing a comparative legal 
research methodology, it analyzes case law, primary legal texts, and secondary sources to explore proce-
dural disparities, particularly concerning the judicial oversight mechanisms governing AI-driven decisions. 
The findings reveal significant differences: Saudi Arabia adopts a centralized, efficiency-oriented model, 
while judicial oversight within the European Union is regulated by the General Data Protection Regulation 
(GDPR) (Article 22), ensuring the right to human intervention in AI decision-making. The study advocates 
for the implementation of cross-jurisdictional best practices and the establishment of standardized protocols 
to assess the rationality of AI decisions. A hybrid algorithmic governance framework that amalgamates 
Saudi Arabia’s emphasis on efficiency with the rights-centric oversight of the European Union could repre-
sent a pragmatic approach to AI governance within the realm of administrative law.
 Keywords:Algorithmic governance; Comparative Law; European Union; Hail; Al-Jouf
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      1. INTRODUCTION

      1.1 Context and Significance 

     Adopting AI in public administration has result-
ed in a global regulatory paradox involving OECD 
countries and the European Union. In contrast, na-
tions in the global South, such as Saudi Arabia, 
aim to achieve state efficiency and technological 
sovereignty. Whether as designers or consumers 
of AI, stakeholders should continuously develop 
algorithmic governance to mitigate the risks as-
sociated with the system. Saudi Arabia’s model 
demonstrates that algorithmic governance encom-
passes the practices and rules for designing and 
using algorithms integrated into AI technologies. 
Algorithm governance is not merely a collection 
of ethical guidelines or a charter; instead, it is 
based on procedures that must be followed to en-
sure that algorithms function as intended. Further-
more, algorithms should protect the public from 
non-compliance with the law and any form of 
discrimination. For these reasons, this compliance 
should be supported by a judicial system that pro-
motes regulatory oversight (Raman et al., 2025).

   Judicial oversight of AI applications is crucial for 
advancing public administration. While AI holds 
potential for enhancing accountability and equity 
within the judicial system, it also poses challenges 
related to bias and ethical concerns. Judges must 
monitor technological advancements to ensure 
that protective measures are effectively integrated 
into their policies. AI aids in analyzing extensive 
datasets and offers recommendations based on his-
torical outcomes and Islamic legal principles. Fur-
thermore, it reduces cognitive strain and enhances 
judges’ decision-making capabilities. Evidence 
from Saudi Arabia suggests that these systems can 
help address issues by leveraging existing data for 
decision-making. Nonetheless, concerns regard-
ing its adoption persist, along with pre-existing 
biases that judicial precedents may worsen. The 
lack of transparency in algorithmic governance 
also warrants scrutiny. Nevertheless, AI represents 
a transformative force impacting legal systems. 
This study proposes a hybrid governance model 
for AI that merges Saudi Arabia’s efficiency with 
the European Union’s rights-based approach, aim-
ing to create a balanced regulatory framework for 
nations in the global south (Raman et al., 2025). 

         1.2 Problem Statement

      The accelerated adoption of AI in administra-
tive decision-making across Global South coun-
tries has generated significant tension between 

technological advancement and foundational 
principles of administrative law. While AI prom-
ises improvements in efficiency, consistency, 
and data-driven governance, its integration into 
public administration presents challenges to es-
tablished norms of legal reasoning, procedural 
fairness, and judicial accountability. Administra-
tive decisions rendered or assisted by algorithms 
frequently lack transparency and are challenging 
to scrutinize through conventional legal mecha-
nisms. This situation disrupts core doctrines such 
as the right to be heard, the obligation to provide 
reasons, and the right to appeal, thereby under-
mining the rule of law(Serey et al., 2021). 

      Despite the increasing dependency on arti-
ficial intelligence in administrative processes—
including welfare eligibility, land allocation, and 
licensing—numerous jurisdictions in the Global 
South are devoid of comprehensive legal frame-
works that regulate the design, deployment, and 
oversight of algorithmic systems. The regulato-
ry infrastructure is frequently underdeveloped, 
courts are inadequately prepared to scrutinize 
AI logic, and there is a significant lack of clar-
ity regarding who bears liability for erroneous 
or discriminatory algorithmic outcomes (Raman 
et al., 2025). These shortcomings engender le-
gal uncertainty and pose considerable risks to 
citizens whose rights are impacted by automat-
ed decisions (Raman et al., 2025). The existing 
literature predominantly emphasizes Western 
legal systems, particularly the European Union’s 
General Data Protection Regulation and AI Act, 
providing limited insight into how non-Western 
legal traditions may address analogous challeng-
es challenges(Pedraza & Vollbracht, 2023).

       This disparity is particularly pronounced in 
the oversight of Islamic legal traditions as a po-
tential source of normative guidance. For instance, 
Saudi Arabia’s Sharia-based administrative frame-
work prohibits gharar (excessive uncertainty) and 
tadlis (deception), which conceptually align with 
algorithmic transparency, fairness, and trust re-
quirements. Nevertheless, the contribution of Is-
lamic jurisprudence to AI governance remains 
insufficiently explored (Raso, 2021). The central-
ized legal and technological development in Saudi 
Arabia presents a unique case for examining how 
Sharia principles can bolster algorithmic account-
ability while maintaining cultural legitimacy. Ad-
ditionally, ASEAN and other Global South nations 
encounter further challenges in harmonizing dis-
parate data governance systems, which impede the 
establishment of clear, enforceable standards for 
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personal data protection and algorithmic practic-
es regulation (Pedraza & Vollbracht, 2023).

     In order to address the existing legal and nor-
mative deficiencies, this study seeks to explore the 
potential of hybrid models—incorporating cod-
ified administrative law alongside Sharia-based 
ethical principles—to create a culturally grounded 
and legally practical framework for the regulation 
of artificial intelligence within administrative de-
cision-making processes. The study employs com-
parative legal analysis to examine the responses of 
the European Union and Saudi Arabia to the le-
gal challenges posed by algorithmic governance, 
thereby developing actionable models for juris-
dictions within the Global South that are situated 
similarly (Serey et al., 2021). This issue may be 
distilled into three questions:

1.	 What judicial oversight mechanisms exist 
within the European Union and Saudi Ara-
bia, specifically concerning Hail and Al-
Jouf, that guarantee legality, transparency, 
and accountability in AI-driven administra-
tive decision-making? 

2.	 What legal and institutional deficiencies 
exist in the governance of algorithmic deci-
sion-making across countries in the Global 
South, particularly concerning personal data 
protection, liability, and due process?

3.	 To what extent can the principles of Sharia, 
particularly the prohibitions against gha-
rar and tadlis, be effectively integrated into 
administrative AI systems to create hybrid 
models that maintain both ethical integrity 
and legal legitimacy? 

       1.3 Research Objectives

1.	 To conduct a critical evaluation of the judi-
cial and administrative frameworks utilized 
in the European Union and Saudi Arabia, 
integrating Hail and Al-Jouf into the gov-
ernance of artificial intelligence in public 
decision-making, with a particular focus on 
legality and procedural fairness.

2.	 To identify and analyze the legal, institution-
al, and normative deficiencies in artificial in-
telligence governance across jurisdictions in 
the Global South, particularly with regard to 
algorithmic transparency, personal data pro-
tection, and judicial oversight enforceability.

3.	 To develop a governance model that is both 
culturally grounded and legally robust, inte-

grating Sharia-based principles with codified 
administrative law, in order to support the re-
sponsible adoption of AI in Global South na-
tions, including those in the ASEAN region.

         1.4 Literature Review 

       In public administration, AI not only plays 
a significant role in predictive decisions but also 
allows institutions to anticipate future scenari-
os while at the same time preparing for present 
responses (Calzada, 2024). Available evidence 
shows that measures encouraging predictive an-
alytics can enhance forecasts of social trends and 
assist in addressing emerging issues. Converse-
ly, overreliance on past and historical data risks 
bringing out biases in the decision-making (Ra-
man et al., 2025). This phenomenon can be ex-
emplified through the various methodologies that 
advocate for the utilization of AI in forecasting 
prospective challenges. The integration of AI in 
the administrative decision-making process en-
compasses the collection of data pertinent to the 
compliance with job discipline training initiatives, 
as well as the formulation of economic models. 
The capacity to foresee such challenges empow-
ers the government to render informed decisions 
while proactively addressing contemporary is-
sues. Consequently, efficiency in decision-mak-
ing not only enhances governmental operations 
but also fosters the development of sound judg-
ments. AI has evolved from a peripheral innova-
tion to fundamentally transforming administra-
tive decision-making by integrating operational 
efficiency, normative consistency, and legal rigor 
into the framework of public governance. Rather 
than displacing the tenets of administrative law, 
AI functions to operationalize and strengthen its 
foundational principles—legal competence, ju-
risdictional validity, lawful purpose, procedural 
regularity, and formal requirements—through 
programmable architectures that minimize dis-
cretionary deviation. This transformation is be-
ing concretely implemented across various legal 
systems, notably within the European Union and 
Saudi Arabia, where AI is embedded within cod-
ified frameworks of administration moderniza-
tion. Conversely, the Administrative Procedure 
Act of the United States (APA), Federal law, 
governs the incorporation of artificial intelli-
gence within public administration in the United 
States. This Act ensures that decisions made by 
agencies, whether executed through automated 
processes or manual intervention, are grounded 
in statutory authority, reasoned decision-making, 
and appropriate notification (Serey et al., 2021). 
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Federal agencies, including the Internal Revenue 
Service, the Department of Homeland Security, 
and the Department of Labor, have implemented 
AI systems to prioritize claims, detect anomalies, 
and automate determinations classified as low-
risk (The Administrative Procedure Act (APA), 
5 U.S.C. §§ 551-559, 1946). Although the Ad-
ministrative Procedure Act does not explicitly 
reference AI, it mandates that agency regulations 
and adjudications comply with procedural re-
quirements, including the provision of reasoned 
explanations and the assurance of non-arbitrari-
ness (Motor Veh. Mfrs. Ass’n v. State Farm Ins, 
463 U.S. 29, 1983). 

    Integrating AI into administrative deci-
sion-making processes necessitates technical 
innovation and strict adherence to legal norms 
that ensure transparency, accountability, and pro-
cedural fairness. Recommendation 2020-1 issued 
by the Administrative Conference of the United 
States (ACUS) provides a foundational legal 
framework for the responsible deployment of AI 
within federal agencies, particularly where auto-
mated systems influence or determine individual 
rights and entitlements. AI tools must function 
within existing statutory and regulatory frame-
works, such as state unemployment codes or fed-
eral benefit systems, rather than circumventing 
them, thereby preserving the primacy of admin-
istrative law. ACUS emphasizes that agencies 
must differentiate between advisory algorithms 
and binding automated decisions and maintain 
clear internal guidelines that ensure all AI-as-
sisted outcomes remain reviewable under the 
Administrative Procedure Act (APA). Crucially, 
the recommendation emphasizes the importance 
of transparency not only for public legitimacy 
but also to fulfill due process in adjudication. 
Agencies must calibrate AI systems to produce 
interpretable and explainable outputs, especially 
when these systems are employed in legal de-
cisions that restrict individual freedoms or eco-
nomic access. Moreover, ACUS warns of the 
danger of encoding and reinforcing harmful bias, 
urging agencies to perform regular audits of data 
inputs and algorithmic behavior while assessing 
AI performance against established fairness met-
rics (Administrative Conference of the United 
States. Recommendation 2020-1: Agency Use of 
Artificial Intelligence, 2020). The guidance also 
advocates for strong internal oversight mecha-
nisms and external accountability through courts, 
Congress, and inspectors general, particularly 
when AI limits discretionary authority or leads 
to decisions that impact legal rights. Notably, 

the recommendation asserts that final decisional 
authority must remain with responsible human 
officials, ensuring technological efficiency does 
not overshadow normative judgment. In summa-
ry, ACUS Recommendation 2020-1 reframes AI 
not as a substitute for administrative legitimacy 
but as a tool that can enhance procedural integrity 
and support the rule of law in modern governance 
if legally designed and supervised (Awaisheh et 
al., 2024).

     Consequently, these systems are not legal-
ly distinct from the administrative state but are 
integrated within it. In the context of the Euro-
pean Union, principles of administrative legality 
are deeply ingrained in the civil law tradition, 
requiring traceability, legal justification, and 
procedural fairness in every administrative act. 
Article 22 of the GDPR guarantees that individ-
uals are protected against decisions made solely 
based on automated processing, unless such pro-
cessing is legally authorized, includes sufficient 
safeguards, and is subject to contestation (Raso, 
2021). Furthermore, the formal protections out-
lined in GDPR Article 22, which allow individ-
uals to challenge automated decisions, are often 
inadequately equipped to address the collective 
and institutional complexities of public admin-
istration. Scholars highlight a persistent “trans-
parency fallacy”: the misguided assumption that 
revealing source code or algorithmic parameters 
equates to true transparency. Genuine adminis-
trative transparency requires legal interpretabil-
ity, auditable decision trails, and the ability for 
normative evaluation, rather than just technical 
accessibility (The General Data Protection Reg-
ulation (GDPR) (European Union) 2016 O.J. (L 
119), 2016).

     The European Artificial Intelligence Act cre-
ates a thorough legal framework that incorpo-
rates artificial intelligence into the established 
structure of administrative law. It designates its 
application in public administration as “high-
risk” under Article 6. This designation is crucial 
because it enforces strict legal responsibilities 
on administrative bodies, especially concerning 
the creation of risk management systems (Arti-
cle 9), adherence to documentation and disclo-
sure requirements (Article 13), ensuring human 
intervention (Article 14), and maintaining au-
ditable data governance methods. These obliga-
tions extend beyond mere regulatory measures; 
they serve as procedural safeguards embedded 
within European administrative law, ensuring 
that all administrative outputs—algorithmic or 
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otherwise—are consistent with legality, propor-
tionality, and the right to be heard (Artificial In-
telligence Act, European Union, 2024).

      National procedural codes support this frame-
work. For instance, France’s Code of Relations 
between the Public and the Administration 
(CRPA) imposes a definitive obligation on ad-
ministrative authorities to provide well-founded 
legal reasoning (motivation) for their decisions 
(Articles L211-1 to L211-5). This obligation 
similarly extends to individuals affected by algo-
rithmically generated actions. When algorithmic 
decision-making influences individual rights or 
benefits, French law necessitates transparency 
in automated processing. This legal framework 
ensures that individuals possess the right to re-
quest a human review. This regulatory dynamic 
elucidates that within European legal systems, 
artificial intelligence is not perceived as an inde-
pendent authority; rather, it operates solely as a 
subordinate instrument (France’s Code of Rela-
tions between the Public and the Administration 
(CRPA), 2016). The integration of AI must not di-
minish accountability or compromise fundamen-
tal administrative principles like transparency, le-
gal reasoning, and judicial review. The European 
model facilitates cooperation with Saudi Arabia 
and its legal framework, particularly as Saudi 
Arabia undergoes a swift digital transformation 
in alignment with Vision 2030. This advance-
ment can be achieved through the establishment 
of procedural frameworks, including the Law of 
Administrative Procedure. By embedding artifi-
cial intelligence within a structure that emphasiz-
es legal reasoning, ministerial accountability, and 
citizen recourse mechanisms, digital governance 
can advance efficiently and lawfully(Pedraza & 
Vollbracht, 2023). A failure to adhere to these 
principles could jeopardize the procedural legit-
imacy that administrative law strives to uphold.

       A notable case is the SyRI case, where the Dis-
trict Court of The Hague invalidated the System 
Risk Indication algorithm employed in welfare 
fraud detection. The court concluded that, despite 
its technological sophistication, the system violat-
ed Article 8 of the European Convention on Hu-
man Rights and, fundamentally, the administrative 
law principles of proportionality, legality, and pro-
cedural justification. The ruling established that 
AI-generated administrative outputs are not ex-
empt from legal scrutiny; they represent, and con-
tinue to represent, administrative decisions with 
full legal effect, necessitating compliance with es-
tablished doctrines (Appelman et al., 2021). 

     From an administrative law perspective, the 
court’s rationale was founded on several essential 
principles. Firstly, it determined that the princi-
ple of legality, which mandates that all admin-
istrative actions possess a clear legal basis, was 
violated. While SyRI had a statutory foundation 
under Dutch law, the court deemed the legisla-
tive framework excessively vague and obscure to 
satisfy the foreseeability standard required under 
national and European administrative legal doc-
trine. Citizens could not meaningfully compre-
hend how decisions affecting them were being 
rendered, nor could they anticipate or contest the 
consequences of their data being utilized or pro-
cessed (Appelman et al., 2021).

     Secondly, the court emphasized the principle of 
proportionality, a fundamental element of Europe-
an and civil law administrative traditions(Pedraza 
& Vollbracht, 2023). The design of SyRI enabled 
extensive data surveillance and risk assessments 
that were neither necessary nor precisely aligned 
with the goal of fraud prevention. The indiscrimi-
nate nature of data collection, along with the lack 
of individualized assessment, violated the balance 
between public interests and private rights. This 
conclusion was consistent with established admin-
istrative jurisprudence, which stipulates that any 
infringement on individual rights by administra-
tive authorities must be proportionate to the public 
interest being served.

       Thirdly, the court underscored a violation of 
procedural fairness and transparency, which are 
fundamental pillars of administrative adjudica-
tion (Raman et al., 2025). The SyRI system func-
tioned as a “black box”; the details of its opera-
tion, criteria, and logic were not revealed to the 
affected individuals. Consequently, those facing 
unfavorable administrative outcomes were de-
prived of the opportunity to comprehend, contest, 
or appeal the decisions produced by the algo-
rithm. This constituted a breach of the principle 
of “hear the other side”—the fundamental right 
to be heard, a procedural guarantee enshrined 
within administrative codes.

      Fourth, the ruling reinforced that account-
ability mechanisms in administrative governance 
cannot be bypassed by technological delegation. 
Even with algorithmic systems influencing de-
cision-making, the administrative body retains 
legal responsibility for ensuring that outcomes 
meet constitutional and statutory standards. In 
this regard, the SyRI decision mirrors a wider le-
gal consensus: algorithmic tools do not supplant 
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legal reasoning; they are required to align with 
it. Ultimately, the SyRI ruling stated that AI-gen-
erated administrative outputs are subject to legal 
examination. They represent formal adminis-
trative actions with full legal consequences and 
must fulfill the same procedural safeguards and 
doctrinal standards as conventional administra-
tive decisions. This ruling thus aids in forming 
a new body of jurisprudence that insists digital 
modernization in public administration must in-
corporate, not bypass, core principles of legali-
ty, proportionality, transparency, due process, 
and accountability. However, as AI evolves, es-
pecially within Machine Learning (ML), its in-
herent complexity creates epistemic opacity that 
complicates administrative traceability. Unlike 
rule-based systems, ML models generate results 
through probabilistic pattern recognition, mak-
ing their internal logic unclear to both develop-
ers and end-users (Appelman et al., 2021). The 
court explicitly stated that technological utility 
does not exempt legal justifiability requirements. 
The legality of a decision is contingent not on its 
computational output, but on the governability of 
the system that produced it.

      In Saudi Arabia, integrating AI into admin-
istrative processes enhances efficiency, digital 
governance, and institutional performance. For 
instance, regional governments in Hail and Al- 
Jouf have begun implementing artificial intelli-
gence in licensing and e-government services. 
A strong framework of statutory oversight and 
ministerial regulation guides the development of 
administration in Saudi Arabia. In this context, 
artificial intelligence is seen not as a disruptive 
innovation but as a governance mechanism that 
aligns with legal certainty, institutional compe-
tence, and service delivery accountability, es-
sential for maintaining public trust and ensuring 
administrative legitimacy (Alotaibi & Alshehri, 
2023). Across both jurisdictions—the European 
Union and Saudi Arabia—a clear jurisprudential 
trend emerges: AI-generated decisions are not a 
departure from administrative law but a reaffir-
mation of its principles in a digital context. The 
deployment of AI does not nullify the require-
ments of legality, proportionality, procedural 
fairness, or judicial review. Instead, it necessi-
tates the reinvention of these doctrines for the 
algorithmic age, embedding them within auto-
mated systems’ design, operation, and oversight 
(Appelman et al., 2021).

      The future of AI in administrative law is delin-
eated by structural augmentation. When restricted 

by legal standards, artificial intelligence functions 
as an instrument for legal fidelity, effectively re-
inforcing administrative values through digital 
infrastructures. As governments acclimate to this 
new administrative paradigm, the imperative is un-
mistakable: ensuring that the rule of law not only 
survives automation but also governs it. Available 
evidence indicates a policy gap in the governance of 
existing applications. The Kingdom of Saudi Ara-
bia lacks specific uniformity in its industry-specific 
regulations (Appelman et al., 2021). This deficiency 
impedes institutions from implementing effective 
policies that promote the safety and reliability of 
algorithms. Furthermore, approaches that facilitate 
enhanced growth in the public sector must be ad-
opted to deliver accurate solutions to the populace 
(Wolswinkel, 2022). Additionally, a persistent gap 
in addressing AI bias continues to pose significant 
challenges for numerous governance institutions. 
These insights enable policymakers to anticipate 
emerging challenges with greater efficiency (Ger-
lich, 2024). Moreover, minimal evidence exists on 
handling improvements to AI transparency, which 
affects the functioning of entire AI organizations. On 
the other hand, supporters of algorithmic governance 
argue that the capacity to improve administrative 
policies and efficiency in its system helps to reduce 
human cognitive errors. These proponents empha-
size how AI systems have enhanced efficiency and 
improved decision-making (Raman et al., 2025). 

      In this study, Saudi Arabia can be used as a 
model to illustrate that Islamic law can guide AI 
governance. The issue of personal data protection 
has not only been a concern, but there have also 
been increasing issues illustrating the nature of 
security in individual data (Pedraza & Vollbracht, 
2023). Due to a lack of uniform data, it is difficult 
for jurisdictions to establish policies regulating 
data. There is a need to ensure that current pol-
icies are understood in a way that can encourage 
security into existing policies. Ensuring that or-
ganizations have provided accurate regulations in 
existing systems is a measure that can be used to 
promote privacy in existing policies. 

       1.5 Structure 

       The research framework comprises intercon-
nected components as outlined below: 

1.	 The introduction underscores the research 
problem statement and objective, and pro-
vides a Literature review.

2.	 Outlines the methodology, data resources, 
research strategy, and analysis used in this 
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study framework. 

3.	 Analysis and Discussion: A comparative ex-
amination of themes and results between the 
Global South and Europe is warranted. 

4.	 Conclusion: Summarizes findings, addresses 
recommendations, acknowledges concerns. 

         2. METHODS

         2.1 Research Approach 

        This research uses a comparative, normative, 
and qualitative legal methodology to explore 
how legal traditions—specifically the EU’s civ-
il law system and Saudi Arabia’s Sharia-based 
administration—handle the challenges of AI in 
administrative decision-making. This methodol-
ogy systematically evaluates two distinct yet rich 
legal systems, highlighting their differences and 
shared principles that guide algorithmic account-
ability. Rather than pursuing convergence for its 
own sake, this methodology emphasizes function-
al equivalence, illustrating how different jurisdic-
tions achieve similar objectives such as legality, 
procedural fairness, and public accountability 
through culturally and jurisprudentially unique 
mechanisms (Alotaibi & Alshehri, 2023). The 
normative aspect of the research concentrates on 
developing a governance framework that recon-
ciles technological efficiency with legal legitima-
cy, incorporating Sharia principles such as gharar 
and justice alongside established protections like 
transparency obligations, human oversight, and 

judicial review as outlined in the GDPR and the 
EU AI Act. The qualitative component centers 
on thematic analysis, which permits the study to 
capture emerging legal concerns and conceptual 
themes, such as opacity, responsibility, and insti-
tutional trust, through meticulously examining 
legal texts, policy documents, and case studies. 
This methodology serves as a guide for juris-
dictions in the Global South, particularly those 
situated within the ASEAN framework, in the 
formulation of culturally relevant, legally consis-
tent, and administratively enforceable oversight 
systems for artificial intelligence (AI). Conse-
quently, this research approach is fundamentally 
interdisciplinary, integrating comparative law, 
public administration, Islamic jurisprudence, and 
legal theory to deliver a thorough understanding 
of AI governance in administrative law (Alotaibi 
& Alshehri, 2023). 

         2.2 Data Sources 

A number of key sources pertaining to algorith-
mic governance were meticulously examined, 
with particular emphasis on Saudi Arabia’s AI 
strategy as a component of Vision 2030, various 
administrative rulings, proposals submitted to 
the European Parliament regarding AI, and perti-
nent common law cases, such as “Citizens versus 
Minister of Social Affairs” within the European 
Union. Furthermore, scholarly articles were se-
lected from databases including ECONSTOR, 
JSTOR, Google Scholar, and ResearchGate. The 
criteria for eligibility are delineated below. 

       2.3 Analytical Framework 

     The research employs a normative legal mod-
el to assess the available evidence on algorithmic 
governance and the enhancement of judicial over-
sight. AI systems can be applied to transforming 
core governance operations by enhancing deci-
sion-making. Lawmakers and the state have con-
tinued to expand their ability to use AI systems 
across numerous governmental agencies to im-
prove efficiency in the delivery of government 
services while also enhancing decision-making. 
Focus on handling ethical practices, improving 

interagency collaboration, and encouraging ad-
vancements in governance has been adopted 
(Wolswinkel, 2022). 

       Numerous instances have facilitated the 
adoption of artificial intelligence in judicial 
oversight. For example, the case of Loomis v. 
Wisconsin illustrates how software can enhance 
informed decision-making. This case led to the 
implementation of an algorithm as an evaluative 
tool for decision-making, allowing organizations 
to respond promptly to changing customer needs 
and market conditions (Loomis v. Wisconcin, 
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137 S. CT. 2290, 2016). Conversely, algorithms 
have been identified as capable of processing 
vast amounts of data and detecting anomalies, in-
cluding complex ones that humans can overlook. 
AI systems can also produce accurate predictions 
while providing insights that individuals can use 
to make informed decisions (Fine et al., 2025).

       Algorithms are not only able to improve ef-
ficiency but also eliminate any concerns in work-
flows. This automation helps to improve the col-
lection and analysis of available data. AI systems 
facilitate easy and efficient access to information, 
eliminating the need for manual data gathering. 
This allows individuals to make decisions faster 
and more accurately (Calzada, 2024). The abil-
ity to achieve accuracy in task automation was 
identified as a practical approach, encouraging 
decision-making accuracy. Moreover, consisten-
cy in decision-making is also attained through 
improved concerns that help eliminate any issues 
affecting individuals’ ability to make accurate 
decisions (Babsek et al., 2025). Additionally, AI 
systems enhance decision-making and increase 
the accuracy with which individuals address their 
issues in the justice system.

        Saudi Arabia presents a compelling and robust 
model for the integration of AI into administrative 
decision-making—a model that harmonizes tech-
nological innovation with legal legitimacy and 
moral responsibility. In contrast to numerous ju-
risdictions that adopt artificial intelligence for its 
efficiency without embedding it within a coherent 
legal framework, Saudi Arabia ensures that every 
algorithmic output utilized by governmental agen-
cies is regarded as a formal administrative act, 
fully subject to legal standards, procedural con-
trols, and judicial oversight. This model is firmly 
anchored in both statutory administrative law and 
the normative authority of Sharia, which jointly 
mandate that all decisions, whether automated or 
not, be founded upon principles of justice, trans-
parency, and the pursuit of public welfare. By 
insisting that AI systems adhere to fundamental 
legal principles such as due process, lawful au-
thority, evidentiary integrity, and accountability, 
Saudi Arabia mitigates the risks of opaque, unre-
viewable automation that afflict governance sys-
tems elsewhere. Furthermore, the ethical force of 
Sharia reinforces the imperative to avert harm, up-
hold fairness, and preserve human dignity in every 
public action, including those influenced by ma-
chine reasoning. The outcome is an exceptionally 
integrated governance framework in which digital 
transformation does not undermine legal account-

ability but rather enhances it. In this context, Saudi 
Arabia’s administrative AI architecture establishes 
a normative standard that other nations, particular-
ly those maneuvering the intersection of tradition, 
law, and technology, would benefit from emulat-
ing. It illustrates that artificial intelligence can be 
domesticated by legal frameworks, shaped by eth-
ical considerations, and employed to advance the 
public interest without compromising legitimacy 
or undermining procedural justice (Appelman et 
al., 2021).

          3. ANALYSIS AND DISCUSSION

      In the global evolution of AI governance, 
Saudi Arabia is emerging as a jurisdiction inte-
grating artificial intelligence through regulatory 
adaptation and profound legal-ethical transforma-
tion. This is most evident in regions such as Hail 
and Al-Jouf, which serve as practical laboratories 
for aligning emerging technologies with Islamic 
jurisprudence and centralized administrative law. 
Unlike the European Union, where algorithmic 
regulation is grounded in formal instruments such 
as the Artificial Intelligence Act which classifies 
AI applications into risk categories and mandates 
transparency (Article 13), human oversight (Arti-
cle 14), and traceability—Saudi Arabia’s model is 
embedded in a teleological legal tradition, where 
the legitimacy of public action is measured not 
only by procedural conformity but by adherence to 
substantive moral goals. In Hail, AI systems used 
in smart licensing, municipal services, and urban 
planning are governed by local administrative pro-
tocols developed under Royal Decree No. M/43 
(1992), which defines administrative responsibil-
ity and mandates legal accountability for govern-
ment acts. Here, algorithms are subject to over-
sight by regional administrators trained not only 
in digital systems but in the application of Sharia 
principles, such as (no harm, no reciprocation of 
harm), ensuring that data-based decisions do not 
produce disproportionate outcomes. This principle 
parallels the EU’s proportionality doctrine in ad-
ministrative law but is culturally rooted and carries 
moral, not just legal, weight (Raso, 2021).

        In Al-Jouf, where AI is increasingly used for 
environmental forecasting and land management 
in agriculture, which is key to the region’s eco-
nomic identity, the application of AI must pass 
through both technical validation and doctrinal 
vetting. This dual-layer scrutiny—technical plus 
ethical—is not incidental but institutional. For 
example, oversight is conducted by entities such 
as the Saudi Data and Artificial Intelligence Au-
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thority (SDAIA) and the Control and Anti-Cor-
ruption Authority (Nazaha), which integrate AI 
system assessments with anti-fraud mandates 
derived from Sharia’s doctrine of tadlis (decep-
tive misrepresentation). This is a deeper commit-
ment to ethical governance than what is typically 
seen in Western administrative systems, where 
judicial review and ombudsman offices usually 
intervene after the fact. In Saudi Arabia, AI le-
gitimacy is front-loaded—systems are expected 
to conform to legal and ethical thresholds before 
deployment, ensuring anticipatory compliance.

       This distinction is significant. While ad-
vanced in procedural rights (e.g., GDPR Ar-
ticle 22, right not to be subject to automated 
decision-making), the European model relies 
on courts and data protection authorities for en-
forcement. In contrast, Saudi Arabia presents a 
proactive, value-integrated approach: artificial 
intelligence is aligned with the maqasid al-sha-
riah (higher objectives of Islamic law), such as 
justice, welfare (maslahah), and trust (amanah), 
from the outset. This alignment renders algorith-
mic systems legally compliant and normatively 
legitimate, reflecting the theological foundation 
of governance as a trust between the ruler and 
society. Moreover, this system is supported by 
structural centralization. While European AI 
governance often disperses across multiple lay-
ers (national regulators, EU institutions, courts), 
Saudi Arabia benefits from unitary governance 
and hierarchical clarity, which enable real-time 
corrections and centralized accountability. The 
Board of Grievances plays a crucial judicial role 
in reviewing administrative actions, including 
those involving AI, under principles that com-
bine statutory obligations with moral reasoning. 
This unique configuration—legal centrality, eth-
ical depth, and regional implementation—allows 
Saudi Arabia to present a model that jurisdictions 
in the Global South may find more culturally 
compatible than Western technocratic regimes. A 
novel governance model is poised to emerge in 
which artificial intelligence is neither positioned 
above the law nor is it merely subordinate to it; 
rather, it will be molded by the moral framework 
of the law. The experiences of Saudi Arabia—
particularly in the regions of Hail and Al-Jouf—
exemplify how algorithmic decision-making can 
harmonize with culturally ingrained legal prin-
ciples, thereby presenting a robust alternative to 
risk-oriented or compliance-centered method-
ologies. This suggests a future in which digital 
governance does not deviate from tradition but 
perpetuates it through innovative technological 

means, ensuring that technological advancements 
reinforce justice rather than undermine it(Alharbi 
& Ghonimy, 2025).

         3.1 Algorithmic Governance 

      In public administration, AI tools enhance 
data analysis and decision-making. They help 
manage large datasets and empower policymak-
ers to make informed choices. By analyzing data, 
AI tools provide valuable insights that enhance 
decision-making processes. Deployed on com-
plex datasets, they improve performance and 
suggest various approaches for policymakers. 
Additionally, AI tools transform government-cit-
izen engagement, making public involvement 
more efficient and accessible (Hine, 2024). This 
approach not only encourages improvement of 
efficiency but also advances the ability to en-
courage communication. By boosting sentiment, 
these tools can easily provide advanced insights 
and approaches for improved policy-making 
(Raman et al., 2025). Ultimately, the Sharia law 
framework can enhance sentiment while foster-
ing a more participatory approach to governance 
(Calzada, 2024).	

        In judicial oversight, AI can be adopted as 
an assistive tool that provides advanced policy-
making capabilities while encouraging govern-
ments to take proactive measures before issues 
arise. This modelling approach facilitates im-
proved policy transformation and reshapes how 
governments interact and engage with their cit-
izens. AI enhances data analysis, a key element 
that supports informed decision-making (Kram-
er, 2024). Adopting algorithms that can process 
datasets more quickly helps provide new insights 
that individuals have adopted. For example, AI 
can analyse numerous datasets in the courts, pro-
viding solutions that could otherwise not have 
been resolved through the human eye (Awaisheh 
et al., 2024). Minimizing current issues makes 
it easier for individuals to adopt improved mea-
sures and make faster decisions (Calzada, 2024). 
Governments can leverage predictive analytics in 
immigration to enhance regulatory compliance 
and guide public policy (Wolswinkel, 2022). AI 
streamlines regulations to foster adherence to 
laws. The model traces data on immigrants and 
residents over time, facilitating the formulation 
of preventive strategies.

     Additionally, predictive algorithms tackle 
environmental impacts and enhance compliance 
across various industries (Unzen, 2023). Govern-
ments can enforce existing standards that advo-



6465 السنة الثامنة، العدد 27، المجلد الثاني، سبتمبر 2025 
                                          السنة الثامنة، العدد 27، المجلد الثاني، سبتمبر 2025 

Dr. Hashem Baker Ali Alshaikh

cate for these policies and support ongoing initia-
tives. Adopting these regulations can strengthen 
enforcement while simultaneously enhancing the 
public administration’s capacity for improved 
accountability in its practices. These principles 
aim to further develop and reinforce current ini-
tiatives, promoting fairness in government policy 
decisions (Calzada, 2024)   

      In overall governance, AI can enhance a de-
partment’s efficiency in allocating resources and 
effectively utilizing existing tools. AI can utilize 
algorithms driven by data and informed by ex-
isting systems to facilitate optimization. The in-
formation can help governments implement their 
systems more efficiently and reliably. In cases 
where large amounts of data are available, algo-
rithms can make informed decisions to identify 
trends and enhance decision-making accuracy 
(Abdurakhmanova, 2024). As part of using re-
sources efficiently, these tools can be utilized to 
encourage the proper utilization and adoption of 
resources in an effective manner (Raso, 2021). 
These approaches can be used to encourage im-
proved distribution while at the same time en-
hancing efficiency in governance. Algorithmic 
governance promotes public participation by en-
abling individuals to engage in the decision-mak-
ing process. Global South governments can 
readily access citizens’ opinions and input this in-
formation into AI systems, efficiently identifying 
trends (Calzada, 2024). By processing data, these 
systems can streamline responses and encourage 
greater public involvement in government (Un-
zen, 2023). The approach benefits the public, 
encourages improvements in governmental pol-
icy, and enhances the ability to make appropri-
ate decisions (Zidouemba, 2025). By analyzing 
available sentiment, the government can adopt 
an efficient approach to make accurate decisions 
that will improve results. Additionally, feedback 
can be provided to individuals, promoting better 
engagement in government matters. This feed-
back guides the government’s responsive actions. 

        3.2 Judicial Oversight

       Several jurisdictions worldwide adopt unique 
approaches to overseeing AI decisions. The Euro-
pean Union has implemented a risk-based strategy 
to handle AI decisions cautiously. The European 
Union ensures increased social and human over-
sight of these decisions to eliminate bias-related 
concerns (Calzada, 2024). The European Union’s 
AI Act encourages contesting AI decisions and 
ensures the distribution of responsibility for 

harms caused by AI. This enables institutions to 
safeguard citizens from harm while enforcing 
transparency policies. Fundamental rights are 
protected under these policies, promoting better 
adoption and implementation (Chaaben et al., 
2025). The European Union ensures that systems 
used for decision-making are identified as risky, 
unacceptable, and have minimal impact. Each 
class is consistently regulated through specific 
regulations and oversight requirements(Kon-
idena et al., 2024). These measures ensure that 
organizations developing these systems adopt 
transparent systems. Implementing these policies 
guarantees that AI cannot be used in specific in-
dustries. The model emphasizes the ethical im-
plementation of policy and protects individuals 
from harmful state measures  (Calzada, 2024)  

     Most jurisdictions expected international bod-
ies and other agencies to help safeguard privacy. 
However, this is not the case, as numerous in-
fringements occur due to opaqueness, especial-
ly when modifying existing systems (Kramer, 
2024). There have also been security breaches in 
these systems, a factor that prevents the systems 
from achieving improved security initiatives and 
safeguarding individuals. Measures that promote 
transparency should be encouraged to enhance 
governance and control of existing risk measures. 
Any comprehensive initiatives to protect the state 
should ensure that additional governance mea-
sures are implemented at all levels. 	

        3.3 Comparative Analysis 	

     While Saudi Arabia has implemented an AI 
approach that global southern nations can follow, 
the approach has a limited judicial role, as state 
agencies audit most AI decisions. Establishing a 
precedent to prevent human harm could enhance 
the implementation of this approach within the 
states. These initiatives aim to control specific 
elements of their laws while avoiding conse-
quences associated with their jurisdictions being 
impacted by existing regulatory policies (Euro-
pean Union’s Parliament AI Act, 2019). There-
fore, measures to protect people’s wellness from 
exploitation are vital, emphasizing laws pro-
tecting the state. Saudi Arabia consistently pro-
motes ethical guidelines while ensuring policy 
diversity. This policy promotes social harmony 
and encourages AI to support state objectives. 
The European Union sees diversity as crucial for 
positioning and governance, advocating for the 
equitable deployment of tools through efficient 
policy adoption (Alotaibi & Alshehri, 2023).
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Saudi Arabia aims to boost digital literacy for 
everyone through Vision 20230, enhancing indi-
viduals’ understanding of modern systems. Most 
users need to know how to engage with and ef-
fectively use these systems, which will encourage 
better adoption and functionality (Unzen, 2023). 
Moreover, users can be informed about the tasks 
of these systems, enabling interactions to help in-
dividuals understand the systems’ elements and 
functioning (European Union’s Parliament AI Act, 
2019). Global South AI models can become high-
ly efficient by encouraging the adoption of trans-
parency initiatives into administrative decisions. 
These initiatives ensure individuals within the 
state operate transparently, encouraging openness 
in these systems (Awaisheh et al., 2024). 

         3.4 Saudi Arabia Approach 

      Saudi Arabia has a systems approach that 
seeks to provide regulations across different 
levels of government. For example, the federal 
government has issued several acts that ensure 
effective governance and control over its pol-
icies through specific initiatives and laws that 
encourage and shape how AI is managed within 
its core elements. In particular, the Saudi AI Act 
provides various ways individuals and institu-
tions can use AI without harming people. While 
the policies identified by the AI Act under Vision 
2030 are recognized as beneficial for improving 
the entire system’s performance, approaches that 
promote health improvements while simultane-
ously reducing disparities within the country are 
considered essential for the overall wellness of 
its people.  

      Sharia law supports the notion that human 
involvement is essential in all aspects that gov-
ern AI decisions. This approach is designed to 
ensure that AI is utilized to assist individuals 
in enhancing their capabilities and appropriate-
ly interacting with the state. Specifically, it is a 
significant policy to promote the development 
of the system in a manner that facilitates evalu-
ation and implementation across various states’ 
decision-making(Abdurakhmanova, 2024). The 
AI governance framework in Saudi Arabia is in-
fluenced by legal regulations and guidelines that 
prioritize ethical practices and human engage-
ment. The Personal Data Protection Law (PDPL) 
requires individuals to be informed about how 
their data is processed and grants them the right 
to access, correct, and delete their information. It 
emphasizes the importance of human oversight 
in AI systems to ensure transparency and control. 

Article 4 specifies that explicit consent must be 
obtained for data collection, which is essential 
for the development of algorithms (Raman et al., 
2025). Articles 20 to 24 delineate the rights to 
access, rectify, and eliminate data, all of which 
are fundamental for algorithms that process per-
sonal information. Article 11 imposes a duty on 
data controllers to implement measures to pro-
tect personal data against unauthorized access, a 
matter of paramount importance for the integrity 
of algorithms. Article 13 specifies the conditions 
under which data may be transferred outside the 
Kingdom, thereby guaranteeing ongoing protec-
tion once the data has exited the jurisdiction of 
Saudi Arabia (Appelman et al., 2021).

     Additionally, the SDAIA Law, enacted in 2019, 
plays a crucial role in promoting the ethical de-
velopment of AI. It encourages organizations to 
adopt measures that guarantee human involve-
ment in AI decision-making, thereby mitigating 
risks tied to automated systems, such as biases and 
unethical outcomes. SDAIA partners with govern-
mental entities, private enterprises, and academic 
institutions to promote AI innovation while up-
holding ethical standards. The E-Commerce Law, 
which came into effect in 2019, governs online 
transactions, including those that utilize AI tech-
nologies. It mandates businesses to provide clear 
and detailed information about their products and 
services, which is essential for algorithmic sys-
tems that tailor offerings based on consumer data. 
Companies must disclose the terms and conditions 
of electronic transactions, ensuring that consum-
ers understand how their data will be used, par-
ticularly in algorithm-based services (Principles 
and Controls of AI Ethics, 2023). The National 
Cybersecurity Strategy’s Framework mandates 
organizations to implement strong security mea-
sures for AI systems and ensure human account-
ability against cyber threats. It highlights the need 
for human governance in ethical aspects while 
maintaining the integrity and security of AI ap-
plications. The Cybersecurity Law aims to protect 
essential information and infrastructure (Awaisheh 
et al., 2024). Data Protection legislation compels 
organizations to secure sensitive data for reliable 
algorithmic decision-making. Incident Reporting 
Entities must report cybersecurity incidents to 
enable quick responses to data breaches. In Saudi 
Arabia, the Intellectual Property Law protects AI 
innovations, though it does not mainly focus on 
data protection. Under Patent Law, AI algorithm 
innovations can be patented, promoting research 
and development. Copyright regulations safe-
guard software and algorithmic code, protecting 



6667 السنة الثامنة، العدد 27، المجلد الثاني، سبتمبر 2025 
                                          السنة الثامنة، العدد 27، المجلد الثاني، سبتمبر 2025 

Dr. Hashem Baker Ali Alshaikh

the rights of developers. Vision 2030 stresses the 
critical role of technology, particularly AI, in ad-
vancing a digital economy based on data and AI 
developments. Moreover, government initiatives 
aim to boost investments in AI startups and re-
search, creating an environment that fosters algo-
rithmic innovation (Principles and Controls of AI 
Ethics, 2023).

     The Saudi Arabian Monetary Authority 
(SAMA) has established regulations aimed at the 
ethical utilization of AI within the banking sector. 
These rules prioritize transparency, consumer pro-
tection, and the essential role of human oversight 
in AI decision-making. They foster a cohesive en-
vironment where ethical considerations, human 
involvement, and accountability are vital for AI 
applications. By enshrining these principles in 
law, Saudi Arabia ensures that AI serves the pub-
lic interest, enhances governance, and aligns with 
Islamic values. This approach encourages inno-
vation and builds public trust in AI, positioning 
the Kingdom as a frontrunner in ethical technolo-
gy(Personal Data Protection Law (PDPL), 2021). 
Furthermore, Saudi Arabia promotes research into 
these systems and involves individuals in the de-
velopment of AI legislation. Ensuring equitable 
deployment of these systems is a key policy initia-
tive guided by established regulations (Principles 
and Controls of AI Ethics, 2023).  

      Saudi Arabia should implement a quality 
assurance initiative to promote the sharing of 
AI tools while enhancing performance. Col-
laborative efforts must ensure efficiency in im-
plementing transparency. Although some risk 
management elements exist in the United States, 
the government needs initiatives for regulatory 
support. Reducing departmental risk can foster 
a positive approach and trust in current systems. 
Without an effective strategy, implementing sys-
tems may impact individual liberties. Regulatory 
plans should be expedited across all departments 
to improve policy performance and address con-
cerns effectively (Nikolinakos, 2023). Saudi 
Arabia leads in its approach and has also been 
identified as providing a robust ecosystem where 
numerous companies and organizations can 
learn. Since its development, the authorities in 
Saudi Arabia have created a solid framework and 
strategy that outlines the boundaries and guide-
lines for its citizens. Saudi Arabia’s approach 
aims to ensure that technological advances are 
balanced with the stability of its systems, the pro-
vision of national security, and improvements in 
content governance (Chaaben et al., 2025). The 

Saudi Arabian government has adopted a person-
al information policy that encourages developers 
to implement a stringent policy and strategy to 
protect its citizens better while ensuring adher-
ence to its regulations.

      Saudi Arabia has also implemented sec-
tor-based regulations, with each state sector 
grounded in a robust approach that focuses on 
specific units of the country, thereby encourag-
ing proper adoption within the nation (Fine et 
al., 2025). Responsibilities to achieve oversight 
have been focused on particular institutions to 
ensure that the state has improved its oversight 
of these units (Unzen, 2023). The government 
implemented an approach focused on algorith-
mic practice and preventing discrimination that 
could affect its people. In Saudi Arabia, the legal 
framework supporting data and AI, particularly 
algorithmic processes, is evolving rapidly. This 
framework is primarily shaped by several key 
statutes and regulations that emphasize data pro-
tection, privacy, ethical use of technology, and 
the promotion of AI (Personal Data Protection 
Law (PDPL), 2021).  

Saudi Arabia’s legal landscape is increasingly 
supportive of data and AI, particularly in algo-
rithmic operations. The integration of the Person-
al Data Protection Law, the SDAIA framework, 
and other relevant regulations forms a robust reg-
ulatory framework that promotes the ethical use 
of data and responsible growth of AI. As these 
laws evolve, they will significantly impact the fu-
ture of AI and data governance in the Kingdom, 
ensuring that technological advancement aligns 
with national interests and moral standards. This 
legislation commits to aligning AI technologies 
with Vision 2030 values, which aim to transform 
the Kingdom’s digital landscape while upholding 
Islamic principles of justice and fairness (Person-
al Data Protection Law (PDPL), 2021).

         3.5 European Union’s Approach 

The European Union has safeguarded its citizens 
through various safety measures while promot-
ing algorithms and fostering trust to enhance 
industrial capacity (Abdurakhmanova, 2024). 
The European Union aims to create a hub and 
ensure the development of systems that its citi-
zens will trust. These measures seek to improve 
transparency within the state while encouraging 
the development of actions and initiatives that 
promote social welfare for its people (European 
Union’s Parliament AI Act, 2019). Although this 
approach effectively mitigates significant risks, 
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little progress has been made regarding litigation. 
Lawsuits should be established to demonstrate 
that the existing policies benefit the people. 

     The European Union implemented the GDPR 
to establish a policy framework for regulating 
algorithms in its member states. Despite the 
involvement of numerous agencies, the initia-
tive fell short in providing adequate training 
for personnel on the policy (Katzenbach & Ul-
bricht, 2019). Regulations that the public does 
not understand well cannot foster a system that 
improves functionality (Kramer, 2024). Addi-
tionally, the laws contained gaps that failed to 
shield industries from potentially impactful de-
cisions. A notable incident in 2021, where Uber’s 
algorithms led to an employee’s termination, 
heightened concerns regarding job security and 
reflected decisions that did not serve the state’s 
interests. (Nikolinakos, 2023). Although the EU 
has attempted to update these measures, recent 
proposals appear poorly executed, primarily due 
to various operational challenges within the state 
related to AI. 

     In Europe, AI exhibits a complex interplay of 
regulations, ethics, and societal implications that 
shape technology and governance. At the core 
lies the proposed European Union AI Act, which 
seeks to establish a regulatory environment tai-
lored to the challenges posed by AI systems. This 
legislation embodies a progressive approach, 
recognizing that legal mechanisms must also 
adapt as AI evolves. The essence of the European 
Union AI Act is found in its foundational articles, 
starting with Article 1, which outlines the regula-
tion’s primary objectives (Lastrucci et al., 2024). 
The commitment to ensuring that AI systems 
that respect fundamental rights guide the entire 
framework. This commitment reflects a broader 
societal recognition of the potential risks associ-
ated with AI, particularly in areas such as priva-
cy, discrimination, and accountability. Article 4 
further clarifies what constitutes an AI system, 
providing clarity in a rapidly evolving techno-
logical landscape. This definitional precision is 
crucial, as it establishes the boundaries within 
which regulators and developers must operate 
operate(Kramer, 2024).

      A pivotal aspect of the AI Act is its risk-based 
classification system, outlined in Article 6, which 
categorizes AI applications into four risk levels: 
unacceptable, high, limited, and minimal. This 
classification is significant because it determines 
the extent of regulatory scrutiny and compliance 

obligations on different AI systems. High-risk 
applications, which could have profound impli-
cations for health, safety, and fundamental rights, 
are subject to stringent requirements detailed in 
Article 17. These requirements include compre-
hensive risk management frameworks, rigorous 
testing protocols, and ongoing monitoring obli-
gations, all designed to ensure that AI technolo-
gies do not compromise public safety or individ-
ual rights (Nikolinakos, 2023).

     In parallel, the GDPR stands as a cornerstone 
of data protection law within the European Union, 
exerting a profound influence on how AI systems 
interact with personal data. The GDPR establish-
es principles to safeguard individuals’ privacy 
in a data-driven world. Article 5 highlights key 
principles for data processing, emphasizing law-
fulness, fairness, and transparency. These are 
crucial for AI technologies, which depend on 
large datasets for training and operation. Orga-
nizations using AI must comply with strict data 
minimization and purpose limitation principles, 
ensuring personal data is collected and processed 
only when necessary (The General Data Protec-
tion Regulation (GDPR) (European Union) 2016 
O.J. (L 119), 2016) 

      The Digital Services Act (DSA) of the Eu-
ropean Union enhances the legal framework by 
striving to establish a safer online environment 
while delineating the responsibilities of digital 
platforms that utilize AI. Article 1 articulates the 
scope of the DSA, underscoring its relevance to 
very large online platforms (VLOPs) that sig-
nificantly influence user interactions. Important-
ly, Article 12 mandates that platforms improve 
transparency regarding their algorithms, obliging 
them to disclose the operational mechanisms of 
automated decision-making processes. This em-
phasis on transparency cultivates accountability 
and seeks to foster public trust in technologies 
that increasingly dictate online interactions. Si-
multaneously, the Digital Markets Act (DMA) 
serves as a crucial regulatory instrument to en-
sure fair competition in the digital marketplace. 
Article 1 defines the DMA’s scope and its appli-
cation to gatekeepers—large tech firms that wield 
significant market power. Article 5 enumerates 
prohibited practices, including self-preferenc-
ing and the misuse of data, which can involve 
AI algorithms that manipulate market dynamics 
to the detriment of consumers and competitors 
(Awaisheh et al., 2024). The DMA seeks to pro-
mote a level playing field in the digital economy 
by addressing these practices, ensuring that inno 
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vation thrives without suppressing competition 
(The EU’s Digital Services Act, 2022). The Prod-
uct Liability Directive (Directive 85/374/EEC) 
addresses the intricate issues of liability linked 
to defective products, particularly those employ-
ing AI technologies. Article 1 specifies the direc-
tive’s coverage to ensure that products using AI 
fall under the established liability regulations. 
Article 6 examines the burden of proof in liabili-
ty cases, introducing unique difficulties in attrib-
uting responsibility for flaws that arise from AI 
systems (The Product Liability Directive of the 
European Union, Specifically Directive 85/374/
EEC and 2024/2853, 2024). This legal aspect ne-
cessitates a reassessment of conventional notions 
of responsibility, demanding a more nuanced 
understanding of how liability relates to autono-
mous technologies (Sheard, 2025). The robust le-
gal foundation of European law on AI represents 
a detailed and evolving regulatory framework 
aimed at striking a balance between innovation, 
ethical considerations, and fundamental rights.

      The integration of AI into administrative law 
denotes both a significant challenge and an oppor-
tunity, necessitating a paradigm shift in the devel-
opment and enforcement of legal frameworks. As 
AI systems progressively influence decision-mak-
ing processes within public administration—from 
automated welfare assessments to predictive po-
licing—there exists a critical need for a regulatory 
structure that fosters innovation while safeguard-
ing fundamental rights and democratic values. Ev-
idence supporting this necessity is reflected in the 
European Union’s ongoing legislative initiatives, 
particularly the proposed AI Act, which aims to 
establish a comprehensive regulatory framework 
based on risk assessment. This Act categorizes AI 
applications according to their potential impact on 
individual rights, highlighting the understanding 
that not all AI technologies present the same level 
of risk. For example, high-risk AI applications in 
essential sectors such as healthcare or law enforce-
ment are subjected to rigorous compliance require-
ments, including transparency, human oversight, 
and accountability measures (Nikolinakos, 2023). 
This aligns with the principles of administrative 
law, which emphasize legality and fairness in de-
cision-making processes. Furthermore, the issue 
of “Algorithmic Accountability” underscores the 
pressing need for transparency in AI systems. AI 
applications in public administration must be sub-
ject to auditing; lapses in transparency can result 
in unaccountable decisions that breach the Euro-
pean Convention on Human Rights (ECHR), es-
pecially Articles 6 and 13, which secure the right 

to a fair trial and an effective remedy. Moreover, 
real-world examples, like the debate over the de-
ployment of facial recognition technology by law 
enforcement in several European Union nations, 
highlight the risks of bias and discrimination, 
leading to demands for stronger regulations to 
avert misuse. Therefore, the relationship between 
AI and administrative law should entail ongoing 
discussions among lawmakers, technologists, and 
civil society to ensure that legal structures prog-
ress alongside technological developments, pro-
moting a forward-thinking governance approach 
that protects individual rights. This continuous 
engagement will be vital as we face the challeng-
es of an increasingly AI-dominated landscape, 
ensuring that the law evolves in response to tech-
nological shifts while also guiding those changes 
for the greater good. (Nikolinakos, 2023). As AI 
technologies progress and infiltrate diverse sec-
tors, the legal structure will inevitably adjust, ne-
cessitating continuous attention and cooperation 
among lawmakers, industry stakeholders, and 
civil society to ensure that AI’s implementation 
aligns with European values and legal standards. 
This ongoing interaction between regulation and 
technological progress will influence the future 
of governance, public administration, and AI’s 
broader societal implications, posing challenges 
and opportunities for the legal landscape as it 
adapts to an increasingly AI-centric world (The 
EU’s Digital Services Act, 2022). 

         3.6 Judicial Review Implications 

        Currently, mechanisms in Saudi Arabia ad-
dress the complexities of AI systems. More in-
vestments should be made to provide technical ex-
pertise that would encourage increased adoption 
of these systems by the public. Such approaches 
would foster greater participation while also pro-
moting the elimination of bias and addressing al-
gorithmic opacity concerns that might negatively 
influence judicial oversight. Human oversight 
is essential in AI outputs to ensure transparency 
and adherence to ethical standards. Additionally, 
there is ongoing concern about over-reliance on 
algorithms, which may perpetuate existing bias-
es in the judicial system. Existing biases can be 
addressed by implementing accountability initia-
tives and audits that promote transparency (Kon-
idena et al., 2024). Judicial systems can establish 
several policies to develop norms that encourage 
individuals to relate with one another more ef-
ficiently. These norms are essential in facilitat-
ing improvements in decision-making while at 
the same time allowing individuals in society to 
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engage with one another in a more professional 
approach. A continuous approach that encourag-
es risk evaluation and mitigation of subjectivity 
needs to be identified. Protocols for implement-
ing these AI tools within governance should be 
established to promote improved functioning 
(The EU’s Digital Services Act, 2022). 

       Judicial review promotes transparency, en-
abling the public to understand how these AI sys-
tems operate. Since the algorithms can learn from 
significantly large datasets, they can constantly 
adjust to internal processes, making them unreli-
able. Ensuring that these systems have identified 
approaches in which individuals function in any 
given society can always encourage proper work-
ing, while providing output that individuals can 
adopt in a society (Sheard, 2025). The connection 
of individuals to these systems encourages im-
proved performance while enhancing operational 
effectiveness. Adjusting these systems can also 
be used to improve public trust.	

         4. CONCLUSION 

        Saudi Arabia is positioning itself not mere-
ly as a  technological adopter, but as a regional 
and potentially global pioneer in AI-integrated 
administrative governance—one rooted in the 
enduring legitimacy of Sharia principles and 
strengthened by the formal structure of admin-
istrative law. In this context, regions such as 
Hail and Al-Jouf serve as strategic testbeds for 
embedding AI into administrative functions that 
advance public welfare, legal innovation, and in-
stitutional legitimacy. These regions, with their 
developmental aspirations and strong cultural 
identity, offer a fertile ground for demonstrating 
how AI technologies can be deployed in a man-
ner that is both operationally effective and nor-
matively sound. This governance model aligns 
Islamic legal doctrine with ethical algorithmic 
decision-making. Sharia’s rejection of gharar and 
tadlis offers a strong framework addressing cur-
rent AI ethics risks—opacity, manipulation, and 
lack of accountability. Incorporating these prin-
ciples into AI design helps ensure that outputs 
are efficient, transparent, and credible (Chaaben 
et al., 2025). This legal-ethical synergy is further 
reinforced through administrative law, which im-
poses procedural obligations on decision-mak-
ing authorities, including legality requirements, 
proportionality, and reason-giving. When applied 
to AI, these doctrines demand that automated 
systems be traceable, reviewable, and subject to 
meaningful human oversight, ensuring that ad-

ministrative outputs remain tethered to the rule of 
law. In Hail and Al-Jouf, this manifests in efforts 
to implement AI in domains such as land use 
regulation, social services allocation, and munic-
ipal management, all while preserving citizens’ 
right to contest, understand, and appeal decisions 
made by or with the aid of algorithms.

       What distinguishes the Saudi model is its ca-
pacity to harmonize high-technology governance 
with a value-based legal tradition. This approach 
does not merely retrofit AI into existing bureau-
cratic procedures; it reconfigures administrative 
governance into a system where algorithmic ra-
tionality is coextensive with cultural legitimacy 
and legal accountability. By embedding AI with-
in a framework that is procedurally fair, ethically 
coherent, and locally grounded, Saudi Arabia, 
through regions like Hail and Al-Jouf, can offer 
a compelling template for AI governance in the 
Global South and beyond (Lastrucci et al., 2024).

      Al-Jouf region—renowned for its globally 
acclaimed olive industry—presents a compelling 
case for applying AI-driven precision agriculture. 
In this context, algorithmic governance facili-
tates the real-time analysis of soil composition, 
climate variability, and market dynamics. These 
insights are processed through administrative 
protocols, ensuring the equitable distribution of 
subsidies, fraud prevention, and data protection, 
thereby enhancing productivity and regulatory 
legitimacy. Consequently, the olive sector is a 
regulatory laboratory wherein AI technologies 
and administrative principles converge to pro-
mote food security, economic resilience, and le-
gal integrity (Lastrucci et al., 2024).

       In Hail, AI is currently integrated into ur-
ban planning, tourism development, and resource 
allocation, ensuring that regional priorities are 
addressed through evidence-based governance. 
Hail’s adoption of participatory models—such 
as public forums, workshops, and consultative 
outreach—cultivates algorithmic legitimacy by 
involving the public as co-authors in formulating 
governance technologies. This participatory eco-
system guarantees that each AI-driven adminis-
trative action is technically valid and socially and 
procedurally legitimate. The convergence of AI, 
administrative law, and Sharia in Saudi Arabia—
particularly in Hail and Al-Jouf—represents a 
scalable, rights-respecting, and fraud-resistant 
model for the Global South. This approach aligns 
with national strategies like the NSDAI while of-
fering the world a glimpse of how AI can serve 
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as a mechanism for economic transformation that 
neither undermines legal guarantees nor displac-
es ethical traditions (Chaaben et al., 2025).

        4.1 Key Findings

1.	 Sharia as an Ethical Anchor for AI Gover-
nance: Saudi Arabia’s integration of AI into 
administrative frameworks is uniquely un-
derpinned by Sharia law, which prohibits 
tadlis and uncertainty (gharar). This creates 
a natural compatibility between Islamic 
jurisprudence and the principles of transpar-
ency, fairness, and auditability required in 
algorithmic decision-making, ensuring that 
AI systems operate within strict moral and 
legal boundaries.

2.	 Regional Laboratories of Governance Inno-
vation: Hail and Al-Jouf function as regula-
tory testbeds for AI integration into public 
administration. These regions pilot transpar-
ency tools, algorithmic review procedures, 
and participatory governance models that 
are directly aligned with local administra-
tive law and national policy goals, allowing 
Saudi Arabia to scale successful governance 
prototypes across the Kingdom.

3.	 AI-Enhanced Olive Agriculture as a Legal 
and Economic Use Case: In Al-Jouf, the olive 
industry serves as a strategic sector where AI 
and administrative law converge. AI systems 
guide soil management, predict yield cycles, 
and automate market analysis, while local ad-
ministrative bodies ensure that subsidies, data 
collection, and land use policies are legally 
justified and procedurally valid.

4.	 Citizen Participation as a Mechanism of 
Algorithmic Legitimacy: The participatory 
models adopted in Hail and Al-Jouf demon-
strate how citizen engagement legitimizes AI 
in administrative decisions. Structured dia-
logue platforms—such as community work-
shops and municipal feedback channels—
anchor AI governance in public consent, 
reinforcing the social contract and enhanc-
ing the perceived legitimacy of algorithmic 
authority(Alharbi & Ghonimy, 2025).

5.	 Transparency as a Core Administrative 
Duty, not a Technical Feature: AI systems 
deployed in these regions are governed by 
technical documentation and administrative 
legal norms that demand clarity in decision 
rationale, data provenance, and procedural 

traceability. This ensures that affected in-
dividuals and oversight bodies can review, 
challenge, and influence automated decisions, 
thereby preserving legal accountability.

6.	 Saudi Arabia as a Scalable Model for the 
Global South: By institutionalizing Sha-
ria-compliant AI governance, enhancing 
administrative procedures, and piloting AI 
innovations at the regional level, Saudi Ara-
bia offers a replicable model for the Global 
South. Unlike Western models focused pri-
marily on data protection or anti-discrimi-
nation, the Saudi framework centers on eth-
ical coherence, procedural lawfulness, and 
regional empowerment, making it uniquely 
adaptable to other culturally grounded juris-
dictions. No global AI governance model can 
succeed without accounting for cultural and 
legal pluralism. Saudi Arabia’s approach—
particularly through the implementation of 
AI in Hail and Al-Jouf—demonstrates that 
advanced technologies can be harmonized 
with traditional legal systems to serve the 
public interest without sacrificing founda-
tional values. As AI continues to permeate 
administrative decision-making worldwide, 
it is not only the sophistication of the tech-
nology that will define its success but the 
ethical and procedural scaffolding upon 
which it rests. Saudi Arabia is not merely 
following global trends—it is setting them. 
Through a principled integration of Sharia, 
administrative law, and AI, it offers a deeply 
grounded model that is efficient, participa-
tory, and legally robust. In this vision, tech-
nology does not displace the law; it fulfills it 
(Sheard, 2025).

        4.2 Answering Objectives 

     This research underscores the need to inte-
grate algorithmic governance across all govern-
ment activities, positioning it as a vital tool for 
informed decision-making. Although AI tools 
enhance governance, the presence of human 
oversight, particularly in judicial reviews, fosters 
greater accuracy in decision-making. Adopting 
these tools within the Global South nations can 
encourage governments to act accordingly while 
eliminating any concerns that might affect gov-
ernmental operations. Encouraging initiatives 
that help governments in the Global South act 
positively is a measure that should be implement-
ed as part of improving the performance of these 
tools. While social control can help to encourage 
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decisions, training about the systems should be 
encouraged. By encouraging institutions to build 
the capacity to welcome these algorithms, it will 
be possible to achieve improved governance (La-
strucci et al., 2024).  

      Ethical issues, such as transparency and pri-
vacy concerns related to algorithmic governance 
within administrative law, can significantly dif-
fer. To reduce subjectivity, it is crucial to stress 
the importance of these systems producing accu-
rate results. Strategies should prioritize human 
oversight in halal fintech as a key element for 
addressing identified discrepancies during judi-
cial reviews. Enhanced social control will require 
better collaboration among various stakeholders 
to ensure that these policies are enforced with 
greater accountability and effectiveness. Saudi 
Arabia has established AI governance protocols 
that can serve as models for other Islamic coun-
tries and nations globally (Ghosh et al., 2025). 
The European Union has not only utilized AI sys-
tems for its policy evaluation initiatives but also 
promoted reforms to enhance the functioning of 
these systems (Chaaben et al., 2025). Through its 
established protocols, initiatives that support the 
evaluation of its policies have been recognized as 
measures that can advance data-driven initiatives 
and adjustments. By improving the effectiveness 
of identified policies, measures can be imple-
mented to enhance the performance and accuracy 
of these systems (Parviainen et al., 2025). 

       The dynamics of algorithm-facilitated dis-
crimination in AI systems are increasingly rele-
vant globally, including in Hail and Al-Jouf, Sau-
di Arabia, as well as in Europe and the Global 
South. As AI technologies grow, the intersection 
of administrative law and AI ethics becomes es-
sential, addressing the complexities where algo-
rithms, intended to be beneficial, can reflect and 
perpetuate biases (The EU’s Digital Services Act, 
2022). Europe’s regulatory frameworks, like the 
GDPR, promote transparency and accountabil-
ity in AI; however, there is a vital opportunity 
to adapt these principles to the socio-economic 
and cultural contexts of the Global South, which 
demand agile regulations amidst rapid digital 
transformation. Analyzing AI-integrated hiring 
systems reveals diverse stakeholders—devel-
opers, government, and the workforce—whose 
collaboration can foster equitable practices for 
all individuals (Raman et al., 2025). By learning 
from European regulatory successes and innovat-
ing strategies that resonate locally, Saudi Arabia 
can establish an environment where AI enables 

not just economic growth but also social good. 
This collaboration among local governments, 
tech firms, and civil society can ensure that AI 
aligns with ethical standards, promoting inclusiv-
ity and protecting marginalized rights (Sheard, 
2025). Thus, the region can reshape its employ-
ment landscape into one of fairness and oppor-
tunity, positively impacting the global discourse 
on equitable AI practices and setting a standard 
for responsible innovation that supports commu-
nities while addressing algorithmic challenges in 
decision-making (Chaaben et al., 2025).

         4.3 Recommendations 

1.	 Institutionalize AI Judicial Oversight: In 
the EU, administrative courts enforce legal-
ity in algorithmic decision-making through 
the right to a fair hearing and GDPR Arti-
cle 22. Similarly, Saudi Arabia’s Board of 
Grievances can extend its jurisdiction over 
automated decisions. In Hail and Al-Jouf, 
regional governance benefits from digital 
modernization, and equipping local bodies 
with review powers ensures legal recourse 
and strengthens trust in AI-driven processes 
(Lastrucci et al., 2024).

2.	 Embed Sharia Ethics into Algorithmic Logic: 
The EU’s AI Act mandates risk assessments 
and bans opaque AI systems in sensitive do-
mains. To guide fairness, Saudi Arabia offers 
a deeper ethical layer through Sharia princi-
ples like gharar and tadlis. Hail’s urban ser-
vices and Al-Jouf’s agricultural automation 
can exemplify how these principles are op-
erationalized to ensure that AI respects both 
law and ethics (Wolswinkel, 2022)..

3.	 Adopt Context-Specific Data Protection 
Framework: The EU’s GDPR enshrines rights 
to explanation, consent, and data minimiza-
tion in AI processing. Saudi Arabia’s Person-
al Data Protection Law is emerging, and mu-
nicipalities in Hail and Al-Jouf must enforce 
these protections as they apply AI to land per-
mits, social services, and citizen records, en-
suring data is used lawfully and transparently 
in line with international standards.

4.	 Mandate Citizen Participation in Algorith-
mic Governance: The EU emphasizes par-
ticipatory governance through stakeholder 
consultations and impact assessments. In 
Hail and Al-Jouf, involving residents in AI 
oversight through forums, education cam-
paigns, and local consultations ensures that 
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algorithmic decisions reflect community val-
ues. This bottom-up legitimacy supports long-
term public trust and ethical AI deployment.

5.	 Develop a Regional Regulatory Framework 
for the Global South: it harmonizes the gov-
ernance of artificial intelligence with indig-
enous knowledge and cultural values. For 
instance, the framework may integrate tradi-
tional dispute resolution mechanisms, such 
as community mediation practices, into AI 
applications within legal contexts. This ap-
proach ensures that AI systems respect local 
customs and promote social cohesion. By 
involving community leaders in overseeing 
AI-related decisions, the framework builds 
public trust and ensures that technological 
advancements align with the community’s 
values, ultimately enhancing cultural identi-
ty and social well-being.

6.	 Enforce AI Accountability Through Procure-
ment Contracts: By the European Union’s 
AI Act, public entities are required to ensure 
vendor compliance with transparency and 
oversight requirements. In Saudi Arabia, the 
regions of Hail and Al-Jouf may necessitate 
and enforce that sectors such as infrastruc-
ture or agriculture provide audit trails for the 
use of AI, clarify liability, and implement 
human oversight mechanisms.
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