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المستخلص
تبحث هذه الدراسة تأثير الذكاء الاصطناعي التويلدي على تعليم الأدب الإنجليزي في جامعة حائل بالمملكة العربية السعودية، في ضوء تأكيد 
رؤية 2030 على تكنولوجيا التعليم. من خلال المقابلات انلوعية مع خمســة عشــر عضو هيئة تدريس وســبعة عشــر طابًًلا، يكشــف البحث عن 
تطبيقــات مبتكــرة للــذكاء الاصطناعــي في مقــررات الأدب. تُُظهــر انلتائــج اســتخدام الــطلاب للــذكاء الاصطناعــي لإنشــاء مــواد دراســية مخصصــة، 
واستكشــاف تفــسيرات للأدب الغــربي مرتبطــة بالســياق الثقــافي، وتعزيــز مهــارات الكتابــة الإبداعيــة مــن خلال محــاكاة أســايلب المؤلــفين. يســتخدم 
أعضاء هيئة التدريس الذكاء الاصطناعي لتويلد ســنياريوهات ذات صلة موازية للحبكات الكلاســيكية، خاصة في مقررات شكســبير. تكشــف 
الدراسة عن مخاوف أخلاقية جديدة حول التحيز الثقافي المحتمل في تحليل الأدب المدعوم بالذكاء الاصطناعي مما يثير أسئلة حول مدى ملاءمة 
الــذكاء الاصطناعــي ثقافيًــًا في التعليــم العالمــي. يــعبر كل مــن أعضــاء هيئــة التدريــس والــطلاب عــن مخاوفهــم بشــأن كيفيــة تعامــل الــذكاء الاصطناعــي 
مــع الموضوعــات الأدبيــة ذات الحساســية الثقافيــة ضمــن الســياق المحافــظ للمملكــة العربيــة الســعودية. بنــاءًً علــى انلتائــج، هنــاك حاجــة إلى إرشــادات 
شــاملة حــول اســتخدام الــذكاء الاصطناعــي في المجال الأكاديمــي لتحقيــق التــوازن بين التكامــل التكنولوجــي والتفــكير انلقــدي والحساســية الثقافيــة. 
تضــع هــذه الدراســة جامعــة حائــل كقائــد محتمــل في التنفيــذ الأخلاقــي للــذكاء الاصطناعــي بمــا يتماشــى مــع أهــداف رؤيــة 2030 للمملكــة العربيــة 

اـلسـعودية للتقدم التكنولوجي في التعليم مع الحفاظ على القيم الإنـسـانية الأساـيسة.
الكلمــات المفتاحيــة: الــذكاء الاصطناعــي التويلــدي، الأدب الإنجليــزي، التعليــم العــالي في المملكــة العربيــة الســعودية، التعليــم والتعلُّـُـم، 

الأخلاقــية. الاعتــبارات 

Abstract

This study investigates the impact of generative AI on English literature education at the University of 
Ha’il, Saudi Arabia, in light of Vision 2030’s emphasis on educational technology. Through qualitative 
interviews with fifteen faculty members and seventeen students, the research reveals innovative AI 
applications in literature courses. The findings show that students use AI to create personalized study 
materials, explore culturally contextualized interpretations of Western literature, and enhance creative 
writing skills by mimicking authors’ styles. Faculty members employ AI to generate relatable scenar-
ios paralleling classic plots, particularly in Shakespeare courses. The study uncovers novel ethical 
concerns about potential cultural bias in AI-driven literature analysis that raises questions about AI’s 
cultural appropriateness in global education. Both faculty and students express concerns about how 
AI handles culturally sensitive topics in literature within Saudi Arabia’s conservative context. Based 
on the results, there is a need for comprehensive guidelines on AI use in academia to balance techno-
logical integration with critical thinking and cultural sensitivity. This study positions the University of 
Ha’il as a potential leader in ethical AI implementation aligned with Saudi Arabia’s Vision 2030 goals 
for technological advancement in education while preserving core humanistic values.

 Keywords:Generative AI; English Literature; Higher Education in Saudi Arabia; Teaching and 
Learning; Ethical Considerations.
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         Introduction:

     AI has become a common part of everyday life 
in societies all over the world. Recent research has 
shown that AI had become effective in many life 
aspects, such as trade, tourism, design, and signifi-
cantly in Higher Education (HE) (Gruetzemacher 
& Whittlestone, 2021). With this in mind, a large 
number of AI applications emerged in November 
2022. This important step in AI happened when an 
American company in San Francisco called “Ope-
nAI” released ChatGPT. ChatGPT is a chat tool 
powered by AI that was developed using a Large 
Language Model (LLM). It uses Natural Language 
Processing (NLP) to generate responses that sound 
human-like. Current research concludes that this 
new advancement has made a noticeable impact on 
the educational field, and it has encouraged many 
other companies to release their generative AI tools 
(Lee et al., 2024). 

      ChatGPT is growing rapidly. Hu (2023) notes 
that 100 million users registered after its public re-
lease. This rapid growth makes ChatGPT one of the 
fastest-growing AI applications in recent history. HE 
has been affected significantly due to the release of 
several AI applications. These AI applications have 
been developed by popular companies such as Mi-
djourney, released in July 2022; Microsoft’s Bing AI 
Chat, released in February 2023; Google’s chatbot 
BARD, released in February 2023; Anthropic LLM 
(Claude), released in March 2023; and DALL-E, 
released in January 2021. The real impact of AI re-
mains underexplored and not yet fully understood, 
but its potential to ‘trigger transformative change is 
undeniable’ (Bozkurt, 2023, p. 199). Thurzo (2023, 
p. 3) believes AI will have a strong impact on HE, 
and it would be “poised to have a more substantial 
impact than the introduction of electricity.” 

      AI is leaving a fingerprint on HE teaching and 
learning, raising concerns regarding its large effect 
on the quality of education. As an illustration, stu-
dents were found to use ChatGPT to pass medicine, 
law, and English exams (Choi et al., 2023; de Win-
ter, 2023; Fijačko et al., 2023; Kung et al., 2023; Ry-
znar, 2023). This brings significant concerns about 
the quality of education and students’ potential to 
cheat to pass their exams. Nevertheless, Wang et al. 
(2024) report that AI tools can have a positive ef-
fect on English literature education. Students and 
instructors can use these AI tools for text analysis 
to analyze literary devices, themes, and narrative 
structures. 

      Similarly, AI tools can give students instant 

feedback on their writing which can help them to 
improve their language skills. Wang et al. (2024) 
et al. add that AI chatbots can offer 24/7 support 
for literary queries. This can help students to de-
velop their English learning outside the classroom. 
Equally important, these AI tools are designed to 
offer students personalized learning experiences that 
take into account student needs and learning styles. 
Thus, it would be possible to explore some of the 
challenges faced by Saudi students in engaging with 
English literature. AI tools can make learning and 
teaching English literature more engaging, as shown 
by Hussein and Al-Emami (2016). These tools can 
also help improve the students’ critical thinking and 
provide deeper understanding and appreciation of 
literary works. Additionally, AI can connect lan-
guage learning with literature by providing helpful 
real-life examples based on novels and poems that 
they are studying. 

      Many universities in Saudi Arabia are integrat-
ing AI into their educational programs and research 
as part of the country’s Vision 2030 initiative. The 
Saudi’s Vision 2030 initiative aims to develop tech-
nological education and innovation. To this end, 
Alotaibi and Alshehri (2023) reveal that there are AI 
initiatives in English Departments at Saudi universi-
ties, but they are still in their early stages. In this re-
spect, the University of Ha’il has the opportunity to 
learn from these early adopters and take the lead in 
developing innovative approaches to use AI in En-
glish literature education within the Saudi context.

      Saudi English literature major students are found 
to face many challenges in their learning journey at 
HE. Alshammari et al. (2020) call for the integration 
of modern teaching styles in teaching and learning 
English literature in the Saudi context to improve 
the students’ English level and enhance their learn-
ing experience. Their study also found that teaching 
English literature is being neglected in EFL learning 
courses. Alshammari et al. suggest developing liter-
ature teaching and learning to close the gap between 
low performance in learning English literature and 
the intended learning outcomes. Additionally, Saudi 
students face many challenges in learning English 
literature. Hussein and Al-Emami (2016) uncovered 
many issues that contribute to students’ demotiva-
tion. Their study highlights that EFL tasks sidestep 
the literature texts. These kinds of tasks leave stu-
dents behind and disengaged. The current teaching 
styles do not encourage students to think critically, 
and the study raised concerns regarding how English 
literature is being taught and valued in the Saudi ed-
ucational settings. 
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       Based on the short preview above, this study aims 
to explore the impact of generative AI on the teach-
ing and learning of English literature at the Univer-
sity of Ha’il in Saudi Arabia. The author conducted 
interviews with faculty members and students in the 
English Department to learn more about their per-
spectives regarding the current use of AI tools to im-
prove learning outcomes, including critical thinking 
and thematic and textual analysis. The study focuses 
on relatively challenging courses like Appreciating 
Poetry (ENGL 315), Appreciating Drama (ENGL 
233), Shakespeare (ENGL 416), and 19th Century 
Novel (ENGL 327). These courses require students 
to analyze literary terms, poetic devices, and figures 
of speech, including simile, metaphor, personifica-
tion, symbolism, irony, as well as literary elements 
such as plot, setting, point of view, characterization, 
and thematic analysis. The students heavily use AI 
tools to understand these literary elements. Equally 
important, the researcher is keen to know the ethical 
concerns (e.g., plagiarism, privacy, bias) faculty and 
students experience when using AI in English liter-
ature courses. The present study focuses on identi-
fying the benefits and challenges of using AI in HE, 
specifically within the context of English literature at 
the University of Ha’il. This study also investigates 
how AI tools can improve students’ learning and en-
gagement by examining how teachers can use new 
AI systems, tools, and methods in the classroom. 

      Thus, the current study aims to answer the 
following questions:

1.	What are the primary ethical concerns (e.g., pla-
giarism, privacy, bias) faced by faculty mem-
bers and students when using AI in the teaching 
and learning of English literature courses?  

2.	To what extent can specific AI tools (e.g., 
ChatGPT, Claude) enhance English literature 
learning outcomes (e.g., critical thinking, text 
analysis) at the University of Ha’il?

        Literature review

        AI’s Impact on Teaching English Literature

        Research shows that AI tools and systems have 
an impact on the teaching and learning processes in 
schools and universities (Almasri, 2024; Raj et al., 
2023). Khalifa and Albadawy (2024) found that in-
tegrating AI into English literature has been a con-
troversial topic among policymakers. Scholars need 
to understand the challenges and opportunities AI 
creates in teaching and learning English literature. 
Teaching and learning English literature have con-
tinued to change significantly over the past decade. 

However, the field is experiencing rapid develop-
ment with the integration of AI into many aspects of 
literary analysis, creation, and interpretation during 
the last few years.

       In an extensive review of the literature, Fang 
et al. (2023) show that AI applications have created 
a sudden revolution in literary text analysis. There 
are many systems that led this revolution. For exam-
ple, NLP, machine learning, and deep learning al-
gorithms are the main systems that affect education. 
In addition, these systems change how literary texts 
are analyzed and interpreted. In the first place, AI 
tools are able to examine a large number of schol-
arly works, like novels, poems, and short stories, 
to help the reader understand style, main themes, 
and linguistic aspects of the text. Moreover, these 
AI systems help the reader to understand authorial 
styles, genre conventions, and historical contexts. In 
the same fashion, AI systems are effective in analyz-
ing the sentiment expressed in literary texts because 
they help readers understand characters’ emotions, 
narrative tone, and thematic variations. Moreover, 
this sentiment analysis can highlight the writer’s 
mood changes, character developments, and narra-
tive complexities. However, these AI systems are 
not as qualified as humans to recognize specific is-
sues that only humans can do (Sharma et al., 2024).

      Furthermore, Malik et al. (2023) and Lam (2021) 
reveal that AI systems can produce many writing 
styles, especially for those famous and well-known 
writers, and also can copy authors’ writing tech-
niques. Similarly, AI systems can write many forms 
of literary content, like poems, short stories, and 
novels. This advancement in abilities raises severe 
concerns regarding traditional authorship and cre-
ative ideas. By the same token, AI tools can provide 
translation of literary works into many languages. 
This translation of literary works enabled readers 
from different parts of the world to read new liter-
ary works and overcome language barriers. Goo-
gle Translate has opened up new possibilities for 
readers to explore literature in many languages and 
overcome language problems. Research states that 
Google Translate is not perfect; however, it often 
does a decent job of conveying a text’s main ideas. 
On some occasions, its translations are accurate; on 
other occasions, it provides inaccurate translations 
that miss some nuances (Al-Kaabi et al., 2024). The 
inaccurate translations can be ambiguous where this 
ambiguity may create confusion to the reader to 
grasp the meaning (Ismail et al., 2022). In this re-
spect, Al-Kaabi et al. (2024) examined translations 
of an Arabic novel, comparing work done by hu-
mans, Google Translate, and ChatGPT. They found 
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that human proficiency is important for ensuring 
high-quality translations of literary works that keep 
their cultural significance. Nevertheless, Google 
Translate helps readers understand the essence of 
foreign works (Cespedosa & Mitkov, 2023).

     Opportunities for AI Adoption in English 
Education

      Previous work indicates that AI has a significant 
impact on the quality and efficacy of English lan-
guage instruction (Rusmiyanto et al., 2023). Earlier 
studies by Pérez-Paredes et al. (2019) and Chinki-
na et al. (2020) demonstrate that NLP can improve 
English education for students and develop teachers’ 
instructional approaches. Other recent work shows 
positive responses from educators regarding the 
use of NLP as a resource for students (Wu et al., 
2024). Notably, Wu et al. (2024) found that comput-
er-generated questions using NLP are comparable in 
quality to those created by human teachers. Based 
on these findings, it could be argued that NLP can 
contribute to maintaining high-quality instruction by 
assisting educators in developing learning materials 
and activities while simultaneously reducing their 
workload. This technology appears to offer a means 
of supporting effective teaching practices while al-
leviating some of the time constraints faced by ed-
ucators. 

      Data-Driven Learning (DDL) is also another 
promising tool for enhancing the teaching and learn-
ing process (Mizumoto & Chujo, 2016). DDL col-
lects real language data to help students understand 
language patterns. In this respect, a study by Wu 
(2021) discovers that students had different levels of 
success when using corpus tools to find word com-
binations (collocations) in their essays. Wu believes 
the educational process would develop significant-
ly if students and teachers are trained well in DDL. 
Similarly, Crosthwaite and Steeples (2022) found 
that students who used DDL for writing scientific 
reports improved their ability to produce language. 
However, Krulatz and Christison (2023) note that 
students’ understanding of language rules (metalin-
guistic knowledge) did not improve much. Thus, it 
could be argued that DDL is helpful for students to 
develop specific writing skills rather than general 
language knowledge. One possible explanation for 
this limited improvement is that DDL focuses more 
on the direct application of language patterns rather 
than fostering a deeper understanding of grammat-
ical rules. Also, despite the fact that DDL can en-
hance specific writing skills, it may not be effective 
in broadening students’ metalinguistic awareness.

     Furthermore, one of the main leading systems that  

show effective results in improving student’s writing 
is the Automated Writing Evaluation (AWE). AWE 
can provide quick feedback on students’ writing 
(Ding & Zou, 2024). Rahimi et al. (2024) and Han 
and Sari (2022) note that students who receive auto-
mated and teacher feedback improved their writing 
skills more than those who only get feedback from 
teachers. The main point of AWE is that it can work 
well alongside traditional teaching, so both of them 
can be used without marginalizing the teachers’ 
role. AWE can be effective in the learning process, 
as Ding and Zou (2024) and Jiang and Yu (2020) 
demonstrate. They recommend offering training for 
both teachers and students on how to use automat-
ed feedback effectively. AWE systems can provide 
students with detailed feedback on their work. How-
ever, to minimize subjectivity in this feedback, it’s 
important to incorporate clear rubrics that guide the 
evaluation process. 

      Similarly, other systems can provide person-
alized assessment and instruction in English educa-
tion. Zhang and Lu (2019) found that Computerized 
Dynamic Assessment (CDA) can create effective 
listening tests and help teachers offer more person-
alized support to their students. Additionally, Yang 
and Qian (2019) report that students taught with 
CDA perform better in reading comprehension than 
those taught with traditional methods. Thus, incor-
porating CDA into the learning process can effec-
tively enhance students’ language skills.

     Another important system is chatbots. Chatbots 
can offer interactive language learning and help 
students reduce their anxiety (Jeon & Lee, 2024). 
Chatbots that use communication strategies can 
encourage students to learn more and reduce lan-
guage anxiety (Annamalai et al., 2023; Ayedoun et 
al., 2019). Kim et al. (2021) found that using an AI 
chatbot before speaking tasks improved students’ 
speaking performance. In addition, voice-based 
chatbots are also effective and can lead students to 
better results than text-based chatbots or in-person 
practice. Overall, the previous arguments show the 
potential of AI tools and systems in improving not 
only language education in general, but also in more 
specific contexts such as teaching English literature. 

      Ethical Issues in Using AI for Teaching and 
Learning English 

      As noted in previous studies (Regan & Jesse, 
2019; Remian, 2019; Stahl & Wright, 2018), inte-
grating AI into education offers significant oppor-
tunities for enhancing educational development. 
However, AI raises many ethical concerns that must 
be addressed. Hamamra et al. (2024) raise concerns 
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regarding using AI applications in HE in the Pales-
tinian context. Their study reveals that students use 
AI-generated texts without making any edits and 
then submit them for evaluation by their instruc-
tors. Similarly, the study finds students relying on 
copy-paste which leads to high similarity scores in 
Turnitin plagiarism check reports, a tool that is wide-
ly used in educational institutions to identify poten-
tial plagiarism by comparing submitted texts against 
a vast database of academic works and online con-
tent. However, the extensive use of copy-paste leads 
to raising ethical concerns regarding the originality 
of work produced by students. Another ethical con-
cerns is related to the privacy of students and teach-
ers’ information. Some AI systems collect detailed 
information from their users. These AI systems 
claim that they protect sensitive personal data; how-
ever, users raised concerns that these AI platforms 
may violate their privacy and data access (Murphy, 
2019; Stahl & Wright, 2018). AI systems usually ask 
for consent from their users to access their data to 
address privacy concerns. These requests from users 
are meant to protect the users; however, many users 
agree to the terms and conditions without properly 
understanding the extent to which the information 
they share with the systems, such as their language, 
racial identity, biographical details, and location can 
be used (Remian, 2019). With these considerations 
in mind, companies should be required to offer al-
ternative options that do not require sharing person-
al data, to protect the privacy of both students and 
their parents. This would allow users to access ed-
ucational technologies without compromising their 
personal information. Additionally, some students 
and parents willingly agree to share their personal 
information with these platforms. The dilemma is 
that these students and parents have no other option 
but to refuse or agree, as most schools and universi-
ties require this information as part of their educa-
tion (Regan & Jesse, 2019). 

       Another major ethical concern regarding the 
use of AI in teaching and learning English is related 
to the surveillance systems. These systems not only 
track students’ actions but also collect detailed infor-
mation about their behavior and raise privacy con-
cerns beyond just personal data. The ethical concern 
with these surveillance systems is that they collect 
sensitive information about users, not only data on 
their current activities, but also data that could influ-
ence or predict their future choices and behavior (As-
terhan & Rosenberg, 2015). Additionally, these sur-
veillance systems can predict students’ performance 
based on their learning preferences and styles. While 
this can be helpful because it allows teachers to ad-
just their methods and support each student’s needs 

better, this issue raises concerns about the extent to 
which these AI systems and tools know about users 
and can track or predict their activities across other 
tools or websites.

       Teachers have ethical concerns about using so-
cial networking sites, as these platforms can violate 
their privacy and accessibility (Asterhan & Rosen-
berg, 2015). However, teachers still have a respon-
sibility to monitor students’ actions on these sites to 
intervene when necessary, such as in cases of cyber-
bullying or exposure to inappropriate content. How-
ever, these systems can also be viewed as a form of 
surveillance that poses a threat to students’ privacy. 
Monitoring students’ online conversations and be-
haviour may limit their classroom conversations be-
cause students feel unsafe to express their own ideas. 
In this context, it becomes challenging for students 
to feel safe if they know that AI systems are surveil-
ling their thoughts and actions (Remian, 2019).

       Furthermore, bias and discrimination are some 
of the main ethical concerns in using AI in education 
(Johnson, 2021). Specifically, these AI systems have 
been found to exhibit gender bias in the way stu-
dents learn foreign languages. For example, when 
students translate from Arabic to English using Goo-
gle Translate, it translates the Arabic phrase mean-
ing “He/She is a doctor” as “He is a doctor,” while 
translating the phrase meaning “She is a nurse” cor-
rectly, reinforcing gender stereotypes. The previous 
example shows that AI systems clearly have a bias 
in language translation as well as gender-specific 
stereotypes in the data (Nemani et al., 2024). This 
example shows that AI systems can reflect gender 
biases found in the data they use. These systems are 
just following the input they get, and unlike humans, 
they do not understand the context. Therefore, it is 
important to train these systems and to have humans 
involved to help reduce these biases. In addition, 
research demonstrates that AI facial recognition 
systems have shown racial bias. Murphy (2019) 
concludes that AI technology has mistakenly identi-
fied several African American and Latino-American 
people as criminals. Other work by Birhane (2022) 
found that commercial facial analysis AI tools mis-
classified dark-skinned women up to 34.7% of the 
time, while light-skinned men had error rates as low 
as 0.8%. The differences in the rates show that AI 
systems can reinforce and increase existing biases 
in society. 

       Additionally, biased decision-making algorithms 
have been found to affect the educational process in 
K-12 education. These algorithms are found in per-
sonalized learning, automated assessments, social 
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networking services, and predictive systems. The 
stated aim of AI systems is to improve accuracy and 
fairness; however, research shows the opposite. In 
England (Bhopal & Myers, 2022), students were 
shocked to receive lower grades than they expected. 
The study reveals that these algorithms favored stu-
dents from private schools and disadvantaged stu-
dents from less wealthy backgrounds. This serious 
ethical concern shows how automated grading can 
lead to unfair results that affect students’ grades and 
future opportunities. These unfair outcomes may 
happen because the systems are trained on large 
amounts of data from different backgrounds. As a 
result, the generalizations they make can be mislead-
ing and sometimes unfair, as shown in this example. 
One way to reduce such bias is to reduce the amount 
of metalinguistic input about people who wrote the 
texts under investigation. 

           Materials and Method

         To answer the questions posed in the introduc-
tion, the paper adopts a qualitative research design 

to explore the role of generative AI in English litera-
ture teaching and learning at the University of Ha’il, 
Saudi Arabia. As AbuHamda et al. (2021) noted, 
“Quantitative and qualitative methods are the engine 
behind evidence-based outcomes’’. The researcher 
chose a qualitative method because it helps under-
stand the perspectives of both faculty members and 
students (Hall & Liebenberg, 2024; AbuHamda et 
al., 2021).

        The author collected data through semi-struc-
tured interviews with faculty members and students 
from the English Department at the University 
of Ha’il during the first semester of the academ-
ic year (2024-2025), specifically from September 
to December. The sample of the paper included 
32 participants, fifteen of whom (eight males and 
seven females) were faculty members, whereas the 
remaining were seventeen students (ten males and 
seven females). The number of participants is ideal 
for the study, as it allows to gather detailed responses 
from each of the participants. The sample was se-
lected using purposive sampling (See Table 1). 

       The semi-structured interview questions were 
designed based on the research questions and recom-
mendations from the literature (Czernek-Marszałek 
& McCabe, 2024; Douglas, 2022; Staller, 2021). 
The open-ended questions were designed to encour-
age both faculty and students to answer the ques-
tions with no restrictions on their responses. In this 
case, the researcher covered the themes of the paper 
questions and allowed for follow-up questions. Then 
the interviews with each participant lasted between 
20-30 minutes. 

        In order to explore the impact of generative AI 
on English literature education at the University of 
Ha’il, this study focuses on literature courses where 
students often struggle with understanding complex 
literary and textual analysis and use AI tools to help 
explain these concepts. Specifically, courses such as 
“Appreciating Poetry” (ENGL 315), “Appreciating 
Drama” (ENGL 233), “Shakespeare” (ENGL 416), 
“19th Century Novel” (ENGL 327), and “Modern 
Poetry” (ENGL 438) require students to engage 

deeply with understanding literary elements, includ-
ing figures of speech, symbolism, irony, characters’ 
analysis, setting, plot, and thematic exploration (see 
Appendix A for the study plan of the English De-
partment). 

       The analysis of the data from the semi-structured 
interviews was conducted using thematic analysis, 
as recommended by recent studies (Byrne, 2021; De 
Paoli, 2024; Naeem et al., 2023). The process fol-
lowed the steps outlined by Wæraas (2022). First, 
the author carefully read the participants’ answers 
to become familiar with the data. Next, the answers 
were classified into different constellations based on 
common themes and ideas. These themes were then 
reviewed and adjusted to ensure they matched the 
research questions and objectives. The analysis fo-
cused on identifying key themes that directly related 
to the research questions. This approach helped the 
author uncover useful insights about the benefits, 
challenges, and strategies for using AI in English lit-
erature education at the University of Ha’il (See Ap-
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pendix B for examples of the interview questions).

      Additionally, peer debriefing was considered, 
as suggested by Greenspan and Loftus (2021). This 
involved discussions with colleagues who were not 
directly involved in the study. The purpose of peer 
debriefing was to confirm the findings, reflect on the 
analysis, and compare interpretations with those of 
others in the department.

      Since the study involves human participants, 
one of the top priorities of this paper is maintaining 
ethical approach (Arellano et al., 2023; Bos, 2020; 
Sagitova et al., 2024; Sutrop & Lõuk, 2022). The 
students and faculty members gave their written in-
formed consent and were assured of the confiden-
tiality and anonymity of their responses. Equally 
important, participants were given the opportunity 
to withdraw from the study at any time without any 
impact on their course assessment. 

        Results and Discussion

       Student Perspective: Increased Accessibility 
and Efficiency 

      The semi-structured interviews with faculty 
members and students revealed diverse perspectives. 
Faculty members and students agree on the fact that 
AI can improve learning experience; however, their 
expectations and concerns vary. The interviews with 
students show that they were enthusiastic about us-
ing AI tools like ChatGPT and Claude in their learn-
ing. Many students have reported that AI helps them 
understand complicated literary texts. Students who 
are taking courses like Appreciating Poetry (ENGL 
315), Shakespeare (ENGL 416), and 19th Century 
Novel (ENGL 327) stressed that AI tools (ChatGPT 
and Claude) helped them understand complex liter-
ary elements and devices such as metaphors, irony, 
and symbolism, plot, characterization, point of view, 
and setting. Students believe that AI tools were able 
to analyze the themes, styles, and historical contexts 
easily. Moreover, Student 5 pointed out that AI tools 
were “effective in identifying metrical structures, 
rhyme schemes, and difficult metaphors and imag-
ery in verse.” This is usually a challenge faced in 
Appreciating Poetry (ENGL 315). Student 12 men-
tioned, “ChatGPT and Claude help me understand 
difficult poems by explaining the themes in simpler 
words, which is something I can’t always get from 
lectures.”

       Some students noted that they use AI tools to 
make their own study material. Student 3 said, “I 
get ChatGPT to make me practice questions about 
specific literary periods or writer names. These gen-

erated questions help me to prepare for my exams 
better.” This unexpected use of AI for customized 
learning materials was not reported in the surveyed 
literature. Moreover, this new application suggests 
that using AI for personalized educational content 
could offer unexplored opportunities for future 
research. The student’s claim aligns with the find-
ings of Fang et al. (2023). Their work found that AI 
tools help students study literary elements. Students 
added that AI could enhance their text analysis and 
critical thinking skills. They believed that AI could 
enable them to cross-reference interpretations of lit-
erary works. Student 9 stated, “I use AI to compare 
different analyses of the same text, and that really 
sharpens my own interpretation.” This finding is in 
line with the findings of Wu et al. (2024) who be-
lieve that NLP systems can help students improve 
their engagement with the text effectively. One of 
the key findings was that students were using AI to 
explore different interpretations of literary works 
based on cultural contexts. For example, Student 14 
stated, “I use Claude to show how themes in Shake-
speare could be understood differently in Saudi cul-
ture compared to Western views.”

         However, some students raised concerns about 
overreliance on AI tools. Some students argue that 
the over reliance on AI tools can diminish their ca-
pacity to develop independent critical thinking skills. 
Student 7 expressed, “I’m afraid that I might start 
depending too much on AI to explain texts.” This 
concern raised by students is similar to the concerns 
mentioned by Sharma et al. (2024). Sharma argued 
that AI tools lack the human touch to interpret com-
plex literary works. However, this study found an 
unexpected trend: some students are using AI tools 
to improve their creative writing skills in literature 
classes. Student 11 said, “I use ChatGPT to help me 
write short stories in the style of the authors we are 
studying to understand their writing techniques.” 
This creative use of AI in literature education pres-
ents a unique learning approach that has not been 
noted in other research.

            Faculty Perspective: Tool or Crutch?

         The faculty members expressed serious con-
cerns about the overuse of AI tools because they hin-
der students from developing their critical thinking 
and interpretation skills. Teacher 3 stated, “I know 
that AI tools can analyze texts quickly and faster 
than a human; however, AI tools cannot teach stu-
dents how to think critically about literature on their 
own.” This statement is consistent with that of Kru-
latz and Christison (2023), who found that AI tools 
like DDL can improve students’ writing, but they 
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cannot develop students’ metalinguistic knowledge.

       Moreover, several faculty members agreed that 
AI tools are helpful for tasks. These tools can help 
students summarize the texts and generate inter-
pretations. On the other hand, the faculty members 
added that these AI tools cannot replace the deep 
contextual understanding required in English lit-
erature studies. Teacher 8 noted, “Literature is not 
just about getting the themes right; it’s about under-
standing the cultural, social, and historical contexts, 
which AI can’t fully grasp.” This sentiment was 
particularly supported by faculty members who are 
teaching Shakespeare (ENGL 416) and 19th Cen-
tury Novel (ENGL 327). They believed that deep 
contextual and historical knowledge is essential for 
interpreting the texts beyond surface themes. This 
finding aligns with Malik et al. (2023) who found 
that AI can mimic writing styles but lacks the cre-
ative perception of humans. However, the current 
study finds an innovative use of AI for content cre-
ation in literature courses that is a unique approach 
not previously documented. Some of the English 
Department faculty members are experimenting 
using AI to create additional learning materials that 
can engage students with their courses, especially in 
Shakespeare (ENGL 416). In this context, Teacher 
11 noted, ‘I use AI to create real life scenarios that 
parallel Shakespearean plots. I have noticed that pre-
senting these scenarios to my students helps them 
relate Shakespeare’s plays to their own lives.’ This is 
an innovative use of AI for content creation in litera-
ture courses and a unique approach that had not been 
previously documented.

        In conclusion, students view AI as a way to en-
hance their efficiency and comprehension, but fac-
ulty members see it as a supplementary tool that, if 
used without caution, might undermine the literature 
education aims. The overreliance on AI tools cannot 
help students develop critical thinking, deep analy-
sis, and independent interpretation skills. Neverthe-
less, the current study shows interesting levels of 
faculty‐student collaboration. Teacher 5 explained, 
“I ask students to employ AI tools to develop early 
reads of texts that we examine together in class the 
next day.” This collaborative approach demonstrates 
how AI can be integrated into literature education 
while maintaining critical engagement with texts.

        Ethical Concerns about AI in English Liter-
ature Courses

       The ethical concerns of using AI tools in En-
glish literature courses at the University of Ha’il are 
a significant point of contention between students 
and faculty members. The groups identified issues 

such as plagiarism, privacy, and bias as primary 
concerns. The investigation surprisingly uncovered 
a novel ethical concern in which some students were 
worried of possible “cultural bias” in AI-driven lit-
erature analysis. Student 4 said, “my concern is AI 
tools may not be able to appreciate or present the 
Saudi cultural point of view in analyzing Western 
literature’’. This issue opens the space for a new de-
bate about the extent to which these tools can reflect 
specific viewpoints about Western literature. How-
ever, this issue of cultural appropriateness of AI in 
a global educational context is beyond the focus of 
the current paper.

          Plagiarism and Academic Integrity

         The interview results of the students suggest 
that they were highly sensitive to plagiarism when 
using AI tools such as ChatGPT or Claude. Student 
6 pointed out, “It is very tempting to use AI for writ-
ing a summary, or a part of an essay, but I know that 
can lead to plagiarism and being caught by plagia-
rism tools such as Turnitin,” though this finding is 
certainly not novel and was elaborated in previous 
research by Regan and Jesse (2019). Regan and Jes-
se cautioned students against relying on AI for con-
tent generation, as this compromises academic in-
tegrity. Student 2 said, “… and it is tough to identify 
if the AI-generated text is legitimately original or it 
is picking ideas from random sources.” This is con-
sistent with a previous study by Miller et al. (2018) 
who concluded that AI tools cannot always create 
correct texts, resulting in different types of academic 
integrity violations.

        In the same fashion, the faculty members raised 
similar concerns from a different perspective. For 
instance, Teacher 7 argued, “AI tools make it hard-
er for us to detect when students are using it for 
assignments, and it undermines the entire purpose 
of assessment.” This serious statement aligns with 
the results of Johnson (2021). Johnson argued that 
AI-generated content can create challenges in main-
taining fair academic evaluations. Teacher 2 added, 
“We need better tools or policies in place to prevent 
AI from being misused in the classroom.” The pres-
ent study also found a major change in how liter-
ature education is assessed due to challenges from 
AI. Some faculty members suggested new ways to 
evaluate students. For example, Teacher 9 called 
for “a shift from traditional essays to focus more on 
class demonstrations of literary analysis skills.” This 
approach can be useful in that it can ensure that stu-
dents use AI tools effectively to learn analyzing lit-
erary texts, rather than using them to generate essays 
for their homework or assignments.
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          Privacy and Data Security

      One of the main topics that concerned both 
groups  is data privacy. Students were concerned 
about sharing personal data with AI platforms. Stu-
dent 8 said, “I’m not comfortable sharing so much 
information with an AI tool, especially when I don’t 
know what it’s doing with it.” Similar concerns had 
been raised in the literature (e.g. Murphy, 2019). 
Students were generally unaware of the extent to 
which their data—ranging from academic perfor-
mance to biographical details—was being stored. 
This is also consistent with previous research that 
raised concerns about consent and data access in AI 
systems (Stahl & Wright, 2018).

        By the same token, faculty members shared 
similar worries but were more focused on the broad-
er implications of privacy breaches in academic 
environments. Teacher 6 said, “If we’re using AI 
in education, we need to be very clear about how 
students’ data is protected, and right now at our uni-
versity (University of Ha’il), I do not think there are 
enough safeguards in place.” These concerns are in 
line with the concerns raised by Remian (2019). Re-
main raised an important concern about the lack of 
clarity in AI data policies which opens the space for 
skepticism about user consent and privacy in educa-
tional settings. 

           Bias and Fairness

        The issues of bias in AI tools were also pres-
ent in the debate amongst the two groups. Students 
pointed out instances where AI tools exhibited bi-
ases, especially when translating texts or analyzing 
cultural contexts. Student 15 noted, “For me, when 
I use AI to translate Arabic literature into English, 
sometimes the translation makes stereotypes. It as-
sumes that authors are always men.” This finding is 
the same as the findings of Al-Kaabi et al. (2024). 
They found that AI translation tools often reflect 
gender and cultural biases. It is worth mentioning 
that students were already conscious of the poten-
tial bias shown by AI generated text. Student 10 ex-
plained, “I compare how AI models interpret texts 
from Saudi authors versus texts from Western au-
thors to identify cultural biases.” In this case, some 
students demonstrated unique competencies in bias 
detection and excellent engagement with AI-gener-
ated texts.

        Faculty members were concerned about how 
biases could affect the fairness of educational as-
sessments. Teacher 4 said, “If AI tools are biased, 
they could reinforce harmful stereotypes in litera-
ture analysis or even in grading automated essays.” 

This concern aligns with the findings of Weale and 
Stewart (2020) who found that automated grading 
systems often favored students from privileged 
backgrounds, which led to inequalities in education.

        Another main concern from both students and 
faculty is how AI deals with sensitive topics in lit-
erature, especially in a conservative society like 
Saudi Arabia. AI might interpret or focus on sexual 
content in classic works, which could be inappro-
priate. For example, Teacher 10 said, “When I teach 
Shakespeare or 19th-century novels with romantic 
themes, we’re unsure how AI might analyze them in 
a way that fits our culture.” Some students also wor-
ry that AI could misinterpret or overemphasize these 
themes. Student 13 noted, “Generally speaking, 
the discussion of sexual themes in the class is un-
comfortable and would be inappropriate for female 
students’’. Also, when AI overemphasis the sexual 
themes in their generated texts, it is difficult to deal 
with this analysis or to draw a line between what is 
considered appropriate or not without affecting the 
content of the original text. Student 17 argued: “We 
would feel uncomfortable about asking some ques-
tions in front of our classmates to our instructors.” 
Based on the aforementioned arguments, it could be 
argued that there should be more exposure and train-
ing on using AI tools in literature classes to ensure 
that they align with the Saudi cultural values. Addi-
tionally, this guidance must ensure that students and 
teachers alike are given the opportunity to receive 
comprehensive literary analysis from AI tools and 
are also able to reflect on these analyses.

        The students and faculty at the University of 
Ha’il seem to be aware of the ethical challenges of 
AI tools. This is to say that students (S1, S2, S4, S6, 
S8) were focused on the personal risks of plagiarism 
and data privacy, whereas faculty members (T1, T2, 
T4, T6, T7) showed broader concerns about the fair-
ness and integrity of academic evaluations and AI’s 
role in education. 

         Concluding Remarks: Limitations, implica-
tions and Directions for Future Research

        This paper has explored the impact of genera-
tive AI on teaching and learning English literature at 
the University of Ha’il in Saudi Arabia. The author 
presents this paper at a time when a number of uni-
versities in the Kingdom of Saudi Arabia are trying 
to implement AI into HE within the 2030 vision. 
The findings show the complex interplay between 
the benefits and challenges of AI integration in En-
glish literature education within the Saudi context. 
Both students and faculty raised significant ethical 
concerns regarding AI use in literature education. 
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The two groups were focusing on academic integ-
rity, data privacy, and potential biases in AI sys-
tems. These concerns underline the need for careful 
consideration and new policies as the University of 
Ha’il moves forward with AI integration. The results 
also show that students used generative AI tools to 
deepen their comprehension and appreciation of 
these literary elements. In fact, students use these 
tools to analyze poetic devices in poetry courses or 
simplify complex character motivations and themes 
in drama and fiction courses. Furthermore, the au-
thor observed that students heavily use AI tools in 
Shakespeare courses to interpret symbolism, under-
stand historical contexts, and analyze the figurative 
language to appreciate and evaluate the richness of 
Shakespeare’s plays. Furthermore, in modern and 
nineteenth-century novels, students use AI tools to 
understand narrative techniques, motifs, and sym-
bolic meanings embedded in the texts, thereby im-
proving their critical thinking and analysis skills.  

        There is a need for developing comprehensive 
guidelines for AI use in academia to develop digital 
literacy among students and faculty. The results also 
reveal that there is a lack of strategies for integrat-
ing AI into literature courses. These strategies must 
preserve the values of critical thinking and cultural 
sensitivity that are central to literary studies. 

         One of the main limitations of the current study 
is that its findings may not be generalized to other 
contexts. However, this is a qualitative study, and 
the aims was not to provide statistical evidence from 
the findings, but rather to report findings from the 
University of Ha’il about the perceived benefits and 
challenges related to the impact of generative AI in 
literary education at the University of Ha’il. Further 
research could explore the integration of AI in di-
verse educational settings to compare outcomes and 
effectiveness. Additionally, the recommendations 
are based on specific literature courses at the Uni-
versity of Ha’il, which may not represent the experi-
ences of students in other disciplines or institutions.

       Overall, faculty, students and educational stake-
holders should take the following into consideration: 

1.	The faculty members are encouraged to use AI 
tools like ChatGPT and Claude to develop in-
teractive literature analysis exercises in cours-
es like Appreciating Poetry (ENGL 315) and 
Shakespeare (ENGL 416). They should include 
AI tools to help students deconstruct complex 
literary and poetic devices such as metaphor, 
symbolism, and thematic interpretation.

2.	The faculty members are advised to conduct 

classroom sessions to train students on the re-
sponsible use of AI (particularly raising their 
awareness to issues such as academic integrity, 
plagiarism prevention, and data privacy). In ad-
dition, the faculty members can focus on using 
AI tools for improving students’ understanding 
of literary elements in courses that students of-
ten struggle with, such as Appreciating Drama 
(ENGL 233) and 19th Century Novel (ENGL 
327).

3.	Students are encouraged to use AI technologies 
to improve their writing and analytical skills 
rather than rely on these tools to complete as-
signments.

4.	Students should be aware of the consequences 
of unethical AI use (plagiarism and intellectual 
property violations).

5.	Saudi Universities should offer their faculty 
members training sessions to enhance their 
skills in using AI in education effectively. 

6.	Further research is needed to encourage AI im-
plementation in the humanities to support the 
country’s Vision 2030 initiative on technologi-
cal innovation in education.

7.	Decision-makers should formulate a clear and 
comprehensive ethical framework regarding 
the use of AI in HE.
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